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Introduction

This study reconsiders the problem of hedging a liability by a portfolio made of a riskless asset and an underlying. This is a dynamical mechanism ensuring that, at each date, the value of the portfolio is "always" exceeding liabilities.

This is a very simple problem of viability, which has prompted the emergence of concepts and mathematical and algorithmic results gathered under the name of “viability theory”. It is quite natural to use them for determine ALM cushion management mechanisms as, for example, the CPPI (Constant Proportional Portfolio Insurance) that Merton discovered as optimal strategy for maximizing a utility function. In their paper Boulier & Kanniganti, the authors describe it in the following way: [...] An alternative approach [...] is based on the following two ideas: first, the portfolio is always maintained above a certain minimum level called the floor, the difference or the "surplus" being called the “cushion”- the floor is assumed to grow at a fixed rate (for example, at the risk-less rate of interest) such that at the maturity of the fund, it is at least equal to the guaranteed amount; second, the exposure to the market at any moment is determined as a (non-decreasing) function of the cushion, usually a constant multiple of the cushion. [...] The CPPI is a technique easy to understand and implement, and independent of time. [...] There is a small risk of the portfolio crashing through the floor in between two rebalancements, as happened with some assured portfolios
during the 1987 crash. In such a case, it is impossible even to meet the guarantee. Therefore, one objective of management might be to minimize this possibility.

The aim of viability theory is not to minimize this possibility, but, simply, to eradicate it.

For another problem is hidden under the “always” contained in the statement of the problem, which conceals an uncertainty against which we must be guarded. Probability and stochastic theories are naturally available to us for addressing this issue. However, the management rules derived from CPPI do not yet meet the “I” of Insurance, as there are realizations of future prices for which this viability property is violated.

This observation alone justifies a reexamination of possibilities for offering other (mathematical) viewpoints to translate the many facets of the polysemous concept of uncertainty.

The failure of the CPPI rule to guarantee that the floor is never pierced by the value of the portfolio questions the ability of probability and stochastic theory to be the only possible translation of uncertainty, and suggests other ones, such as tychastic, contingent and impulse uncertainty to approach the asset-liability management issues.

It starts from the observation that we know the variables on which bears uncertainty: the future risky returns unknown at the investment date when the initial investment must be computed. We also know all the potential (contingent) ways to manage portfolio by determining the exposure (the risky component) of the portfolio. We know from experience that it is possible to restore viability when the liability is reached, by borrowing, instantly (through an impulse), an authorized loan to pay off the forthcoming ruin.

Economic theory is dedicated to the analysis and the computation of supply and demand adjustment laws, among which the Walras tâtonnement, in the hope of explaining the mechanisms of price formation (see for instance [2, Aubin]). In the last analysis, the choice of the prices is made by the invisible hand of the “Market”, the new deity in which many economists and investors believe. Their worshippers may not realize that He may listen to their prayers, but that He is reacting to their actions in a carefully hidden way. Unfortunately, economic theory does not provide explicit or computable pricing mechanisms of assets and underlying, the commodities of the financial markets constituting portfolios.

In most financial scenarios, investors take into account their ignorance of the pricing mechanism. They assume instead that prices evolve under uncertainty, and that they can master this uncertainty. They still share the belief that the “Market knows best” how to regulate the prices, above all without human or political regulations. The question became to known how to master this uncertainty. For that, many of them trade the Adam Smith invisible hand against a Brownian movement, since it seems that this unfortunate hand is shaking like a particle on the surface of a liquid. It should then be enough to assume average returns and volatilities to be known for managing portfolios.
We accept the same attitude, but we exchange the Adam Smith invisible hand against tychastic uncertainty instead of a stochastic one on the formation of asset prices for deriving management rules of the portfolio satisfying the required scarcity constraint: the value of the portfolio is always larger or equal to the liabilities.

We then propose to use three other aspects of uncertainty (among known and still unknown ones).

The first, called *tychastic* uncertainty, considers the set of risky returns as a “tychastic reservoir” in which returns appear unexpectedly, examples of *tyche* (“chance” in Greek), over which the investor *has no control*. The problem is no longer to assess the probability of risky returns realizations, but to *determine the subset in which they can emerge*. Prediction models or extrapolation techniques no longer consist in determining trends and volatilities, but in the tychastic case, the *lower bounds of risky returns defining the future tychastic reservoir*. By the way, the available information provided by brokerage firms (lower and upper bounds of prices, returns the riskless asset) allows us to extrapolate them and to forecast the future returns of the underlying.

The second, referred to as *contingent* uncertainty, is described by a “contingent reservoir” composed of *portfolio exposures* in which the investor can draw upon to manage the portfolio in a *contingent* manner. *Management rules* are time series of exposures, that is to say, of allocations of the values of the portfolio to risky and not risky components, that the investor has the *freedom* to choose: in our approach, *the management rule is the solution to the problem rather than a given datum*.

The third, called *impulse* uncertainty, involves an “impulse reservoir” composed of a set of reset feedbacks. Defined on the subset (trap) on which viability is at stake, reset feedbacks remedy immediately, with infinite velocity (impulse) for restoring the state of the system outside the trap. Very often, the trap is a subset of the boundary of the environment, but not always. In the example we are concerned with, the trap is the floor. Given a flow of loans authorized in advance, the reset map adds a *cushion* to the value of the floor, which is regarded as an authorized loan he is entitled to use. The “impulse management” uses contingent feedback as long as the value of the portfolio is strictly above the floor and switches to the reset feedback when the portfolio hits the floor to start again with a higher value.

*This impulse management method avoids prediction of disasters, but offers opportunities to recover from them when they occur.* Instead of seeking an insurance from a tychastic reservoir assumed to be known or predicted (*predictive approach*), the *impulse approach* allows the investor to *borrow authorized loans* when the value reaches the floor.

It seems that the strategy to build a reservoir of reset feedbacks is used by living beings to adapt to their environment before the primates that we are unwisely seek to predict their future while being quite unable to do so. The impulse approach announces the death of the soothsayers and the emergence of demiurges remedying unforeseen disasters, because most
often unpredictable. These are two approaches which are presented in this study. This study uses these three aspects of uncertainty. Contingent uncertainty to manage the evolution of the value of the portfolio as long as viability is not at stake, tychastic uncertainty that disturbs without apparent reason and without any statistical regularity this evolution, whereas impulse uncertainty uses available reset feedbacks to restore viability.

In both cases (predictive and impulse approaches), we are looking for a management rule of portfolio exposures providing a value of the portfolio to be, at any future date, larger than or equal to the liability whatever the risky returns. These two “worst case” approaches make stress tests useless and obsolete.

The first section of this study states the problem of hedging a liability by an asset portfolio, the second details the different types of uncertainty. The predictive and impulse approaches are exposed in the third section, illustrated in the fourth section with examples derived from algorithms. The flow charts are presented in section five. The sixth section presents the minimum concepts of viability theory for controlled tychastic systems that define the problem of asset-liability cushion management by methods which inherit the mathematical and algorithmical results of viability theory. The study concludes with a comparison between the viability and tychastic stochastic approach due to Halim Doss, who concluded that stochastic viability is a special case of tychastic viability.

1 Asset-Liability Management : the Insurance Problem

1.1 Insuring Liabilities

The liability flow to insure is described as a constraint floor not to be “pierced”. The floor is defined by a function \( k : t \geq 0 \mapsto k(t) \geq 0 \).

The capital to guarantee (at exercise time) is the final value \( \kappa(T) \) the floor to the exercise date \( T \).

Example : “variable annuities”. They are described by a floor defined in the following way : at each date \( t \), the floor associated with an objective of cash flow is defined by

1. a floor return \( \rho(t) \)
2. a schedule \( \kappa(t_n) \ (n = 0, \ldots, N) \) of expenditures or incomes at dates \( t_n \)

The floor is governed by an (impulse) differential equation. It is no longer continuous, but punctuated by “jumps” at the dates of the schedule (the floor is supposed to be only lower semicontinuous).
1 “Variable Annuities” Floor In this example of a pension plan (which must pay benefits to pensioners on a fixed date), the figure shows the floor \( k(t) \) describing the “variable annuities liability” over a period of seventy-five years with provision of funds set every five years during the forty years investment period and payment of benefits every five years during the last thirty-five dates.

In this study, the floor is assumed to depend only on time. The case when it depends on transaction values (for taking into account brokerage fees, for instances) or on the price of the asset can be studied in the same way. See for instance [49, Planchet & Therond] and [50, Planchet, Kamega A. & Therond].

Remark : portfolio replicating options — They have been studied in the framework of viability theory, but in a context different from the VPPI : it is not required that the value of the portfolio is always above the floor (viability property), but only at the first time when the value of the portfolio reaches the floor (capturability property) after which the option is exercised. In this case, the floor depends on the asset prices. For European option, for instance, \( k(T,S) := \max(0, S - K) \) (where \( K \) denotes the exercise price) and \( k(t,S) = 0 \) for \( 0 \leq t < T \), whereas, for American options, \( k(t,S) := \max(0, S - S - K) \) for \( 0 \leq t \leq T \).

(See [18, Aubin, Pujal & Saint-Pierre] and [19, Aubin & Saint-Pierre] in the tychastic case and, among many other contributions, [21, 22, 23, 24, 25, 26, Bensoussan], [27, 29, 30, 31, Bensoussan, Crouhy & Galai], [32, 33, Bensoussan & Julien], [34, Bensoussan, Keppo & Sethi], etc.).

1.2 Assets portfolios and their exposure

The question is “to hedge” the liability by a portfolio made of of a riskless asset and of an underlying (a “risky asset”, in many examples).
Given different fees depending on the value of the portfolio (brokerage, management, commissions, etc.), the net value of the portfolio is obtained after deducting these fees. The (net) cushion is the difference between the (net) value of the portfolio and the floor.

Denote by $t \geq 0$ the current (or spot) time and by $T - t \geq 0$ the time to maturity. We set:

\[
\begin{align*}
S^0(t) & \quad \text{the price of the riskless asset}, \\
S(t) & \quad \text{the price of the underlying}, \\
R^0(t) & = \frac{d}{dt}S^0(t) \quad \text{the return of the riskless asset}, \\
R(t) & = \frac{d}{dt}S(t) \quad \text{the return of the underlying}, \\
P^0(t) & \quad \text{the number of shares of the riskless asset}, \\
P(t) & \quad \text{the number of shares of the underlying}, \\
W(t) & = P^0(t)S^0(t) + P(t)S(t) \quad \text{the value of the portfolio}, \\
E^0(t) & = P^0(t)S^0(t) \quad \text{the liquid component of the portfolio}, \\
E(t) & = P(t)S(t) \quad \text{the exposure (risky component) of the portfolio}, \\
V(t) & = S^0(t)\frac{d}{dt}P^0(t) + S(t)\frac{d}{dt}P(t) \quad \text{the transaction value of the portfolio}, \\
C(t_n) & = \text{the coupon (impulsive cash flow)} \quad \text{at dates } \tau_n \text{ of the coupon schedule}. \\
\end{align*}
\]

The value of the portfolio and its exposure summarize the information for deriving relevant properties in the portfolio. It follows that the formula

\[ \forall \ t \in [0, T], \ W'(t) = R^0(t)W(t) + E(t)(R(t) - R^0(t)) + V(t) \] (2)

describes the dynamic evolution of the portfolio controlled by the exposures $E(t)$ and transaction values $V(t)$ and dependent on the returns $R(t)$ of the underlying (tyches) unknown at investment date.

**Remark** — The constraints on transaction values are defined by the upper bounds $V^\sharp(t) \geq 0$ and lower bounds $-V^\flat(t) \leq 0$ on transaction values:

\[ \forall \ t \in [0, T], \ V(t) \in [-V^\flat(t), V^\sharp(t)] \] (3)

The value of the portfolio can be depleted by various fees and commissions. The net value of the portfolio is the value after deduction of fees. The usual fees are

- management fee portfolio proportional to the cushions: $\delta(W(t) - k(t))$, where $0 \leq \delta < 1$;
- brokerage fee measured by a function of the transaction value satisfying $\gamma(0) = 0$.

**Hypothesis** : To simplify the presentation, we assume in this study that the management of the portfolio is self-financed in the sense that $\forall \ t \in [0, T], \ V^\sharp(t) = V^\flat(t) = 0$. 

1.3 Portfolio insurance: a viability problem

To **insure** or **guarantee** a liability by asset-liability management can be formulated in the following way: to design a management rule of the portfolio that guarantees (or insures) that the net value of the portfolio is always higher than the liability (i.e., above the floor).

\[
\forall t \in [0, T], \ W(t) \geq k(t) \text{ and } W(T) = k(T)
\] (4)

Given the known liabilities at each date, the problem is to “dynamically manage the assets” in terms of

1. the dynamics governing the evolution of the portfolio based on underlying returns (and transaction values when the portfolio is not self-financed);
2. various constraints characterizing the “financial product”.

Despite the simplicity of this formulation, taking into account these constraints poses “viability issues”. Indeed, it is expressed by stating that

\[
\forall t \in [0, T], \ (t, W(t)) \in \mathcal{E}p(k) \text{ and } (T, W(T)) \in \text{Graph}(k)
\] (5)

where the epigraph \(\mathcal{E}p(k)\) of the function \(k\) is defined by

\[
\mathcal{E}p(k) := \{(t, W) \text{ such that } W \geq k(t)\}
\]

As a result, the hedging problem of a liability amounts to looking for evolutions \(t \mapsto (t, W(t))\) “viable in the epigraph” \(\mathcal{E}p(k)\) of the function \(k\) in the sense that

\[
\forall t \in [0, T], \ (t, W(t)) \in \mathcal{E}p(k)
\]

Instead of handling functions as in classical analysis, viability theory manipulates subsets as in set-valued analysis (see [13] Aubin & Frankowska] or [51] Rockafellar & Wets] for instance), and, in particular, graphs of maps and epigraphs of real-valued functions.

The study of dynamics under viability (or state) constraints is the purpose of viability theory which gathers the concepts and mathematical and algorithmic results addressing this issue (see the “viability survival kit”, Section 6 p. 27 and, for a general exposition, [46, 47, Frankowska], [2, 3] Aubin and [7] Aubin, Bayen & Saint-Pierre].

2 Uncertainties

We just mention few facts on too well known stochastic uncertainty, we next proceed to comment the much less familiar three aspects of uncertainty: tychastic uncertainty (see Section 2.2 p. 9), contingent uncertainty (see Section 2.4 p. 10) and impulse uncertainty (see Section 3.2 p. 16).
The word stochastic refers to the Greek stokhastikos designating the draw of the rulers of the Athenian democracy. It is related to conjectures that it comes from the Latin word conjecturare.

We borrow from Charles Peirce the use of tychastic evolution he introduced in 1893 in an article nicely entitled Evolutionary Love for describing the evolution of a system dependent on tyches arising without any statistical regularity: Three modes of evolution have thus been brought before us: evolution by fortuitous variation, evolution by mechanical necessity, and evolution by creative love. We may term them tychastic evolution, or tychasm, anancastic evolution, or anancasm, and agapastic evolution, or agapasm.” In this paper, Peirce associates the concept of anancastic evolution with the Greek concept of necessity, ananke, anticipating the “chance and necessity” framework that motivated viability theory.

The word tychastic comes from the Greek tyche, meaning luck, represented by the goddess Tyche, daughter of Oceanus and Tethys, whose goal was to disrupt the course of events either for good or for bad. Tyche became “Fortuna” in Latin, “rizikon” in Byzantine Greek, “rizq” in Arabic (with a positive connotation in these three cases). “Disturbances” or “perturbations” of robust control theory are examples of tyches among others (see for instance 28 Bensoussan & Bernhard). Fortune fortuitously left its role to randomness, originating in the French “randon”, from the verb “randir”, sharing the same root than the English “to run” and the German rennen. When running too fast, one looses the control of himself, the race becomes a poor “random walk”, bumping over scandala (stones scattered on the way) and falling down, cadere in Latin, a matter of chance since it is the etymology of this word. Hazard was imported by William of Tyre from the crusades from Palestine castle named after a dice game, az zahr. Now dice, in Latin, is alea, famed after Julius Caesar’s alea jacta est, which was actually thrown out the English language: chance and hazard took in this language the meaning of danger, itself from Latin dominarium. Being used in probability, the word random had to yield the way to tyche for describing evolutions without statistical regularity prone to extreme events.

Zhu Xi (1130-1200), 朱熹 one of the most important unorthodox neo-Confucian of the Song dynasty, suggested that “if you want to treat everything, and as changes are infinite, it is difficult to predict, it must, according to circumstances, react to changes (literally, “follow, opportunity, reaction, change), instead of a priori action.

The four ideograms follow, opportunity, reaction, change are combined to express in Chinese:

1. by the first half, “follow, opportunity”, 随 机, the concept of randomness or stochasticity,
2. while by the second half, “reaction, change”, 应 备, translates the concept of
tychasticity (according to Shi Shuzhong)
3. and “no, necessary”, 未 定, translates contingent.

The history of the words in different languages for taking into account the many facets
of uncertainty was certainly not random, but in the context of a fascinating epistemological
evolution (see for instance [6, Aubin]).

In this study, uncertainty relates to the future underlying returns unknown at decision
date, which play the role of tyche.

2.1 Stochastic Uncertainty

Stochastic uncertainty on the returns is described by a space \( \Omega \), a filtration \( \mathcal{F} \), a Brownian
process \( W(t) \), a drift \( \gamma(x) \) and a volatility \( \sigma(x) : dR(t) = \gamma(x(t))dt + \sigma(x(t))dW(t) \).

1. The random events are not explicitly identified. The set \( \Omega \) is not described explicitly
(one can always choose the space of all evolutions). Only the drift and volatility are
assumed to be explicitly known;
2. Stochastic uncertainty does not study the ”package of evolutions” (depending on \( \omega \in
\Omega \)), but functionals over this package, such as the different moments and their statistical
consequences (averages, variance, etc.) used as evaluation of risk;
3. Required properties are valid for “almost all” constant \( \omega \).

We quote a few references among so many ones: [20, Benaim & El Karoui], [38, Bou-
chaud], [18, Neftci], and, in the discrete case, [55, Zabczyk].

2.2 Tychastic Uncertainty

In this study, tyches are returns of underlyings on which the investor has no influence.
The uncertainty is described by the tychastic map defined by

\[
\mathcal{R}(t) := \{ R \in \mathbb{R} \text{ such that } R \geq R^\flat(t) \}
\]

where \( R^\flat(t) \) are the lower bounds on returns (instead of assuming that \( dR(t) = \gamma(x(t))dt + \sigma(x(t))dW(t) \)).

1. Tyche are identified (returns of the underlying, for example) which can then be used
in dynamic management systems when they are actually observed and known at each
date during the evolution;
2. For this reason, the results are computed in the worst case (eradication of risk instead
of its statistical evaluation);
3. required properties are valid for “all” evolutions of tyches \( t \mapsto R(t) \in \mathcal{R}(t) \).
2.3 Nature and Measures of Insurance

In the stochastic case, the risk is “measured” by real numbers through statistical evaluation (values at risk, for example). These numbers are abstractions, which differ according to the methods and techniques used.

If the tychastic case (see Section 6.5, p. 33), the risk is “measured” by numbers, providing at each date \( t \) the amount \( W^\circ(t) \), the “minimum guaranteed investment”, ensuring that the floor will never be pierced later. The “guaranteed cash flow” \( t \mapsto W^\circ(t) \) is the one associating with each date the minimum guaranteed investment. The “guaranteed cushion” \( W^\circ(t) - k(t) \geq 0 \) is the difference between the minimum guaranteed investment and the floor.

The initial guaranteed cushion provides a new measure of risk summarized in a single number. This number has an explicit meaning and is immediately usable: insurance premium, net present value [NPV], economic capital, which, in [41, Crouhy, Galai & Mark], « measures [...] risk », p.15, « is the financial cushion [...] to absorb unexpected losses », p. 258, « capital is also used to absorb risk », p. 366, etc.

There are parallels and differences between stochastic and tychastic approaches. Regarding viability and capturability issues, the stochastic case is a (too) special particular case of the tychastic one viability (See Section 7, p. 34).

This study deals only with tychastic uncertainty, since stochastic uncertainty has been extensively developed over a century.

2.4 Contingent Uncertainty

The question arises whether tychastic uncertainty “offsets” contingent uncertainty.

In fact, the minimum guaranteed investment increases when the “tychastic reservoir” \( \mathcal{R}(t) \) increases, that is to say, in this study, when the lower bound of the underlying return decreases. Is it possible to act on exposure \( E(t) \) by choosing to invest more or less underlying shares?

The tychastic reservoir \( t \sim \mathcal{R}(t) \) of tyches (underlying returns) can be contrasted with the “contingent reservoir” \( \tilde{E} \) of “management rules” \( (t, W) \mapsto \tilde{E}(t, W) \) available to investors (or mechanisms of regulation), to draw from contingent reservoir.

The word contingent comes from the Latin verb contingere, to arrive unexpectedly or accidentally. Aristotle meant by automaton, a concept dating back at least to Epicurious, one of the first rebel against the determinism of his predecessors.

Chen Luxi the offers Chinese translation “self, born”, 自发, whereas 自, means « by himself », whereas 发, means “produce” or “born. Today, these automata became
the feedbacks to be selected in the contingent reservoir.

We adopt here the definition of contingency given by Leibniz: “Contingency is a non-necessity, a characteristic attribute of freedom.”

In this study, contingent uncertainty is described by financial constraints on exposures, which require that each period $t$

$$\forall t \in [0, T], \forall W \geq 0, \ E \in [E^\flat(t, W), E^\sharp(t, W)]$$

(6)

**Example** — If

$$\begin{cases} 
B(t) \geq 0 & \text{is the target allocation} \\
A(t) \geq B(t) - 1 & \text{is the maximum cash } -P^0(t)S^0(t)
\end{cases}$$

(7)

we set

$$E^\flat(t, W) := B(t)W(t) \text{ and } E^\sharp(t, W) := (1 + A(t))W(t)$$

If $A(t) = -|A(t)| < 0$, condition $-P^0(t)S^0(t) \leq A(t)W$ can be written $P^0(t)S^0(t) \geq |A(t)|W$, which means that the portfolio should include a minimum share of the monetary value of the portfolio.

These bounds $A(t)$ and $B(t)$ describe more or less severe prudential constraints.

Viability theory allows us to calculate

1. the VPPI management rule $(t, W) \mapsto E^\bigtriangledown(t, W)$ (Viabilist Portfolio Performance and Insurance) which depends on tychastic uncertainty represented by the function $t \mapsto R^\flat(t)$ in the predictive approach;

2. the FPPI management rule $(t, W) \mapsto E^\bigtriangleup(t, W)$ (Viabilist Impulsive Portfolio Performance and Insurance) that depends on loans authorized in the impulse approach.

They provide in each case the exposure of the portfolio such that the value $W(t)$ of the portfolio is always greater than the floor. These two approaches are then the inverse to each other.

**Example** : CPPI (Constant Proportional Portfolio Insurance)

This CPPI management rule is defined by

$$\tilde{E}(t, W) := m(W - k(t)) \text{ where } m > 0 \text{ is called the “multiplier”}$$

Attractive for its simplicity and the fact that the choice of the management rule amounts to choosing the multiplier $m$, we know that this rule does not guarantee anything, since the floor may be pierced in some cases. It is the same of its many variants which introduced time dependent multiplier $m(t)$ or even more sophisticated functions, for the simple reason that
their choice is not dictated by the problem: eliminate the possibility of piercing the floor. The initial cushion (which we propose for measuring the risk in this problem) is not calculated in practice for the CPPI, but just estimated by statistical methods. For this reason, it happens that the value of the portfolio pierces the floor for some realizations of the underlying prices.

The direct approach means that the choice of a feedback is made a priori or ex ante is made at initial investment date. This approach is, by far, the most often used in science: in economics, it is the law of supply and demand (Walrasian tâtonnement); in Artificial Intelligence, it is the Hebb law describing a a priori learning mechanism regardless what must be learned; in robotics, it is usually a linear “feedback”, which does not necessarily take into account either the non-linearity of mechanical systems or the constraints, etc..

The construction of the VPPI management rule is an example of a inverse approach: management rule is a solution to the problem instead of being a datum.

Unfortunately, the VPPI management rule \((t, W) \mapsto E^\circ(t, W)\) does not enjoy the simplicity of the CPPI management rule (defined by a simple closed linear analytical formula), but is tabulated by the VPPI software that computes the values of the portfolio and its exposure to each date. However, we can deduce an ad hoc multiplier. It is not explicit, but concealed in the dark and invisible computer memory.

The mathematical tradition of the era that preceded the advent of computers in the middle of last century required mathematical results to be expressed in explicit analytical mathematical formulas needed to calculate it numerically “by hand” through the various tables of “special functions”. A treat for the mathematicians, but very often at exorbitant price of much too restrictive assumptions. This tradition of “the search for the lost formula” is no longer justified since it is possible to develop suitable algorithms and software for obtaining numerical information in the absence of explicit formulas. This what does matter.

The investor must:
- have confidence in the conclusions of mathematical theorems which he can not always prove by himself;
- validate the relevance of the conclusion to the problem of interest,
- and, above all, appreciate the “cost” and the relevance of assumptions in terms of the “value” of the conclusion.

In this case, it may be reassured because he is really insured; the “I” of VPPI is perfectly legal.
3 Predictive and Impulse Approaches

These two approaches are inverse.

1. **predictive approach**: it uses a prediction model of the lower bounds of underlying returns as an input (stochastic risk assessment) from which are computed
   (a) the contingent management rule providing at each date the exposures $E(t,W)$;
   (b) minimum guaranteed (IGM) $W(t)$ at each date (insurance)
   for obtaining values of the portfolio above the floor.

2. **impulse approach**: it uses as input a cash flow of authorized from which are computed
   (a) the impulse management rule providing the exposures $E(t,W)$;
   (b) guaranteed minimum returns (GMR) $R(t)$
   for driving values of the portfolio above the floor.

3.1 Predictive Approach

It requires the knowledge at investment date of the stochastic map described in this study by the function $t \mapsto R(t)$ of “lower bounds of underlying returns”.

The investor is supposed to provide the lower bounds $R(t)$ of the returns obtained, for example, by prediction or extrapolation method.

However, VIMADES proposes the VIMADES Extrapolator designed from two properties of Schwartz distributions:

2 VIMADES Extrapolator. It is a mathematical technique that allows to extend historical evolution defined on an interval $[-H,0]$ called extrapolator depth. The originality of the VIMADES Extrapolator is to take into account not only past values of the historical evolution, but also those of its derivatives of order less than or equal to a given order. They thus describe the trends (velocity, acceleration, jerk, etc.) These past trends are taken into account by the VIMADES Extrapolator.

Extrapolating each historical (past) time series of upper bounds ($HIGH$) and lower bounds ($LOW$) of the underlying prices provided daily by brokerage firms, the VIMADES Extrapolator calculates lower bounds of underlying returns of the future needed for the computation of the VPPI management rule. No need of a “volatilometer” for measuring volatile volatilities.

**Example**: In all examples, we chose the period from September 3 (investment date) to December 10, 2008 (exercise date), the most volatile period of the “subprime crisis”.
3 Example of extrapolation by the VIMADES Extrapolator. The historical series is the CAC 40. The extrapolation is obtained by “sliding” at each date the VIMADES Extrapolator on previously recorded data. The graph of the relative errors is displayed on another scale. It increases during the most volatile period of the subprime crisis.

The value of the portfolio is governed by a (very simple) tychastic controlled system, where controls are the exposures $E(t,W) \in [E^\flat(t,W), E^\sharp(t,W)]$ of the portfolio and the tyches are the returns $R(t) \geq R^\flat(t)$ of the underlying:

$$
\begin{cases}
\forall t \in [0,T], \\
(i) & W'(t) = R^0(t)W(t) + E(t)(R(t) - R^0(t)) \text{ (evolutionary engine)} \\
(ii) & E(t) \in [E^\flat(t,W(t)), E^\sharp(t,W(t))] \text{ (controls)} \\
(iii) & R(t) \geq R^\sharp(t) \text{ (tyches)}
\end{cases}
$$

subject to the floor constraints

$$
\forall t \in [0,T], \ W(t) \geq k(t) \text{ and } W(T) = k(T)
$$

**Definition 3.1 Minimum Guaranteed Investments.** Suppose that the floor $t \mapsto k(t)$ and the bounds $[E^\flat(t,W), E^\sharp(t,W)]$ describing the contingent uncertainty are given. Assume known the lower bounds $R^\flat(t)$ of the returns on the underlying describing tychastic uncertainty. The problem is to find each date $t$

1. the (exposure) management rule $E^\diamondsuit(t,W) \in [E^\flat(t,W), E^\sharp(t,W)]$;
2. The minimum guaranteed investment (MGI) $W^\triangledown(t)$;

3. And in particular the initial minimum guaranteed investment ("viability insurance") $W^\triangledown(0)$

such that

1. Starting at investment date $0$ from $W_0 \geq W^\triangledown(0)$, then regardless be the evolution of tylches $R(t) \geq R^0(t)$, the value $W(t)$ of the portfolio is governed by the management module

   $$W'(t) = R^0(t)W(t) + E^\triangledown(t,W(t))(R(t) - R^0(t)) \text{ (VPPI management module)} \quad (10)$$

   Is always above the floor, and, actually, to the minimum guaranteed investment;

2. Starting at investment date $0$ from $W_0 < W^\triangledown(0)$, regardless the management rule $\widehat{E}(t,W) \in [E^\triangledown(t,W), E^\sharp(t,W)]$ (including the CPPI management rule and its variants), there exists at least one evolution of returns $R(t) \geq R^0(t)$ for which the value of the portfolio managed by

   $$W'(t) = R^0(t)W(t) + \widehat{E}(t,W(t))(R(t) - R^0(t)) \quad (11)$$

   Pierces the floor.

Remark: Management Module with Ratchet. The ratchet is a mechanism that prohibits a process to go backward once a certain threshold is exceeded to force it to move forward. In finance, a ratchet mechanism allows management to irreversibly reap profits for a certain period.

For describing mathematically this mechanism, consider two parameter $\nu \geq 0$ et $\alpha \in [0,1]$ with which we associate the ratchet operator mapping investments $W$ and $W^\triangledown$ to the “ratchet value” defined by

$$C(\nu, \alpha; W, W^\triangledown) := \begin{cases} (1 - \alpha)W + \alpha W^\triangledown & \text{if } W - W^\triangledown \geq \nu \\ \max(W, W^\triangledown) & \text{otherwise} \end{cases} \quad (12)$$

Consequently

$$C(\nu, \alpha; W, W^\triangledown) \in [W, W^\triangledown]$$

For example, if $\alpha = 0$, then $C(\nu, 0; W, W^\triangledown) = \max(W, W^\triangledown)$ and if $\alpha = 1$, $C(\nu, 1; W, W^\triangledown) = W^\triangledown$ if $W - W^\triangledown \geq \nu$.

The “benefit” defined by $W - C(\nu, \alpha; W, W^\triangledown)$ is equal to $(1 - \alpha)(W - W^\triangledown)$ if $W - W^\triangledown \geq \nu$ and is equal to $0$ if $0 \leq W - W^\triangledown < \nu$. 
### Guaranteed Ratchet Management Module

The values $W(t)$ of the portfolio governed by the guaranteed ratchet management module defined by

$$
\begin{align*}
W'(t) &= R^0(t)\mathcal{C}(\nu(t), \alpha(t); W(t), W^\odot(t)) + E^\odot(t, W(t))(R(t) - R^0(t)) \\
\text{guaranteed ratchet management module}
\end{align*}
$$

are always above the floor whenever, for all $t \in [0, T]$, $R(t) \geq R^0(t)$.

#### Example: The MGI of the CPPI management rule

Statistical methods do not provide a guaranteed initial cushion (portfolio insurance (PI)) for the portfolio governed by the stochastic CPPI management rule. However, in the tychastic case, we can always associate with the floor and the CPPI tychastic system

$$
W'(t) = W(t)R^0(t) + m(t)(W(t) - k(t))(R(t) - R^0(t))
$$

(which is no longer controlled by exposures) the initial CPPI guaranteed investment above which, whatever the returns above the lower bounds, the value of the portfolio governed by the tychastic system is above the floor at each date. Actually, we should use the slightly modified CPPI modified rule $E(t, W) := \max(0, W - k(t))$ for using differential equation $W'(t) = W(t)R^0(t)$ whenever the value of the portfolio hits the floor:

$$
W'(t) = W(t)R^0(t) + m(t)\max(0, W(t) - k(t))(R(t) - R^0(t))
$$

Naturally, since the VPPI management rule $(t, W) \mapsto E^\odot(t, W)$ provides the minimum guaranteed investment, the CPPI one is always larger than or equal to $W^\odot(0)$ (see Figure (11), p. 23 for an illustration of this property).

### 3.2 Impulse Approach

We have assumed up to now that it existed some lower limits to the underlying returns (the worst case) when the lower bounds $R^0(t)$ are known. It is from that knowledge that it has been possible to determine the VPPI management rule $E^\odot(t, W)$ and the minimum guaranteed investment $W^\odot(t)(t)$.

Beginning with an investment higher than or equal to the minimum guaranteed investment, it may happen that, for underlying returns smaller than those that were forecasted, the value of the portfolio pierces the floor.
Since it may be difficult to determine the lower bounds $R^{\ominus}(t)$, the question arises to address the inverse problem. Instead of computing the minimum guaranteed investment $W^{\ominus}(t)$, we assume instead known **authorized minimum investment** $h^{\ominus}(t) \geq k(t)$ and we derive upper bounds $R^{\ominus}(t)$ of underlying returns guaranteeing that the floor will never be pierced.

This possible by using an **impulse management rule** allowing the investor to set instantly by an **impulse** (infinite velocity) a new higher level of investment by using its right to borrow, and start again from the minimum guaranteed investment.

Therefore the impulse tychastic system operates as a usual regulated tychastic system

$$W'(t) = R^0(t)W(t) + E^{\ominus}(t,W(t))(R(t) - R^0(t))$$

but, requiring further that at each time $t$ when the value $W(t) = k(t)$ hits the floor, then it is reset to $W(t) = k^\ast(t)$. See [35, Bensoussan & Lions][36, Bensoussan & Menaldi], [5, Aubin], [14, 16, 15, Aubin & Haddad], [17, Aubin, Lygeros, Quincampoix, Sastry & Seube], etc.

Naturally, this impulse management mode is not viable when the returns are *too* low. It is therefore needed to compute the **Guaranteed Minimum Returns** according to authorized loans instead of forecasting lower bounds on underlying returns.

In other words, we no longer attempt to predict the disaster (transgression of the constraint, here, piercing the floor), but rather to build a reset feedback to remedy the constraint violations. The techniques of impulse viability allow us to derive and compute tychastic uncertainties needed to make viable the impulse management module.

The FPPI (Viabilist Impulse Portfolio Performance and Insurance) management approach is exactly the inverse of the predictive management:

1. First, we assume known the **authorized minimum investment** $h^{\ominus}(t) \geq k(t)$ at each date $t$ (or authorized loans $\pi^{\ominus}(t) := h^{\ominus}(t) - k(t) \geq 0$) and we are looking for

   (a) a (exposure) **management rule** $E^{\ominus}(t,W) \in [E^\flat(t,W), E^\sharp(t,W)]$ of exposure;

   (b) the **guaranteed minimum return** (GMR) $R^{\ominus}(t)$, lower bounds of returns of the underlying above which the value of the portfolio remains higher than the floor.

2. **impulse management**: if at date $t$, the value $W(t) := k(t)$ reaches the floor, the investor borrows $\pi^{\ominus}(t)$ and switches immediately to the value $W(t) := h^{\ominus}(t)$ of the portfolio.

As a result, instead of forecasting lower bounds $R^\flat(t)$ of future underlying returns, either by statistical methods, or by using the VIMADES extrapolator of lower and upper bounds of past prices of the underlying, **impulse management assumes known in advance the authorized investments (or loans) and compute the Guaranteed Minimum Returns $R^{\ominus}(t)$**.
Definition 3.2 Guaranteed Minimum Returns. Suppose that the floor $t \mapsto t(t)$ and the bounds $[E\flat(t,W), E\sharp(t,W)]$ describing the contingent uncertainty are given. Consider the amount $h\diamondsuit(t) \geq k(t)$ of authorized investments (or authorized loans $\pi\diamondsuit(t) := h\diamondsuit(t) - k(t) \geq 0$ for borrowing $\pi(t) := h\diamondsuit(t) - W(t) \leq \pi\diamondsuit(t)$).

The goal is to find each date $t$

1. the management rule of exposures $E\diamondsuit(t,W) \in [E\flat(t,W), E\sharp(t,W)]$;

2. Guaranteed Minimum Return $R\diamondsuit(t)$ such that, starting from $W_0 \geq k(0)$ and knowing the return $R(t) \geq R\diamondsuit(t)$ of the underlying, the impulse management module

$$W'(t) := \begin{cases} R_0(t)W(t) + E\diamondsuit(t,W(t))(R(t) - R_0(t)) & \text{if } W(t) \geq h\diamondsuit(t) \\ R_0(t)h\diamondsuit(t) + E\diamondsuit(t,W(t))(R(t) - R_0(t)) & \text{if } k(t) \leq W(t) \leq h\diamondsuit(t) \end{cases}$$

manages a portfolio the value of which is always above the floor.

Remark : Tychastic Reliability — The approach provides an answer to a problem that could be called "tychastic reliability" as it provides lower bounds of returns (describing the boundary of the tychastic map) above which the guarantee sought (the value of the portfolio must be greater than the floor) and the means of ensuring it (by paying for a cash flow higher than the floor) to be reliable reliable at 100 %. This question opens a new chapter in viability theory (see Section 6.3, p. 30 for some details).

Remark : Tychastic reliability and probability of ruin — It is possible to interpret otherwise the impulse management mode, regarding $h\diamondsuit(t)$ as the liability and $k(t) \leq h\diamondsuit(t)$ as a tolerance to ruin. Instead of trying to compute the probability of ruin tolerance, we seek and obtain the Guaranteed Minimum Return which forbids to go beyond that tolerance to ruin. The framework of “Solvency 2”, for example, requires that the difference between the value of portfolio assets and provisions to hedge liabilities must be positive at every date, possibly with a “probability of failure” (where equity is negative) below a given threshold. In our framework, the probability of ruin is replaced by the Guaranteed Minimum Returns (GMR).
4 Examples

In all the examples that follow, we chose the period from 3 September (investment date) to December 10, 2008 (exercise date) of the “subprime crisis”, as underlying the CAC 40 (see Figure 3, p. 14), and as riskless asset the Euro Over Night Index Average (EONIA). The chosen floor is “variable annuities” floor described in Figure ??, p. ?? . This example can regarded as a stress test, at least for the Extrapolator of VIMADES which did not always predict the volatile changes of the actual returns of the underlying during this crisis. Since the assumption is wrong, so were the conclusions: for four dates, the value of the portfolio went below the Minimum Guaranteed Investment, but remained above the floor. However, we had to use the impulse management module at those dates when the portfolio was no longer self-financed.

4.1 Predictive Case

5 Realized returns and lower bounds of returns obtained with the VIMADES extrapolator. The bottom curves shows the calculated lower bound $R^\flat(t)$ of the returns obtained from extrapolations of depth four higher and lower of the CAC 40 values with the VIMADES extrapolator (taking into account the price, velocity, acceleration and jerk). The top curves shows the returns $R(t)$ of the CAC 40 observed ex-post. During this period which was the most volatile of the subprime crisis, there have been observed returns below the lower bound returns calculated by the extrapolator. Dates and values of the prediction error are indicated by the histogram.

The robot-trader VPPI calculates at each date the minimum guaranteed investment (MGI) which ensure that the floor will never be pierced.
6 **Floor and MGI.** The bottom curve represents the floor \( k(t) \) that should never be pierced by the portfolio value. The top curve \( W^{\triangledown}(t) \) represents the minimum guaranteed investment, which depends only on the floor, the riskless return and lower bounds of underlying returns obtained by the VIMADES extrapolator (see Figure 5).

The VPPI management module calculates “opportunistically” the values of the portfolio depending on the effective realizations of the underlying prices. This is the case when these returns are higher than the lower bounds of performance.

As seen in Figure 5, this has not always been the case during the subprime crisis. However, it is interesting to test this example, even if we know that it is possible that the portfolio dives under minimum guaranteed investment and then breaks through the floor for at least one evolution of underlying returns. This is not due to a failure of the VPPI management rule, since the assumption \( R(t) \geq R^{\triangledown}(t) \) is not satisfied for some dates \( t \).

However, we can use the impulse management module using as authorized investment \( k^{\triangledown}(t) := W^{\triangledown}(t) \) in the FPPI software. In this case, the floor will not be pierced, but this will require to borrow loans at four dates.
7 Impulse Management. The bottom curve is authorized investment chosen to be the minimum guaranteed investment computed by the VPPI using the lower bounds obtained by the VIMADES extrapolator which provided wrong forecasts. We set $k^\infty(t) := W^\infty(t)$ and use the impulse management module to calculate the additional loans whenever the value of the portfolio becomes smaller than the minimum guaranteed investment (MGI).

The management module determines each day the portfolio's exposure, from which we calculates the number of shares of the underlying:

8 Shares of the Underlying. Once the VPPI management rule is calculated and stored in the computer memory, the management module provides the number of shares of the
underlying within its portfolio based on the realization of prices. The figure represents the evolution of the number of shares.

The VPPI provides also the values obtained under ratchet:

9 Ratchet Management. Example of management triggered whenever the guaranteed profit (difference between the value of the portfolio and the minimum guaranteed investment) is greater than a given threshold to sell irreversibly (ratcheting) a fixed percentage of that profit.

We now illustrate the influence of the prediction mechanism on the MGI:
10 **Comparison of the MGI’s between the predicted and “retropredicted” lower bounds of returns.** We recall that, essentially, the value of Minimum Guaranteed Investment depends on the floor and the (sliding) predictions of the future lower bounds of the return of the underlying up to exercise time. It is then interesting to compute the MGI ex-post, i.e., when the future is “retropredicted” at investment date.

Before ending this study, we shall compare on this example the minimum guaranteed investment when the dynamics governing the value of the portfolio in the stochastic choice. We can prove that the VPPI management rule is the one yielding at each date the minimum guaranteed investment. Yet, the same approach can compute the minimum guaranteed investment for each the dynamics using a fixed decision rule, such as the CPPI:

![Graph showing the comparison of MGI between CPPI and VPPI management rules.](image)

11 **Comparison between the MGI of the CPPI and VPPI management rule.** We have proved that the VPPI management rule is the one providing the minimum investment guaranteeing that the value of the portfolio is always larger that the floor whatever returns above the lower bounds of the underlying returns. However, we can associate with any management rule its guaranteed initial cushion. This is what was done, under the same conditions, by taking the CPPI rule with a multiplier equal to 4. During the second half of the exercise period, the MGI of the CPPI rule was always above the MGI of the VPPI rule, an illustration of the theorem. However, it was not able to provide reasonable insurance at the beginning of the volatile period.

4.2 Impulse Case

We present an example of the impulse approach.
12 Example of authorized investments.

13 Guaranteed Minimum Returns. This figure displays the Guaranteed Minimum Returns derived from the knowledge of the floor, the authorized investments and the return of the riskless asset (lower curve). It also shows an example of actual returns above the Guaranteed Minimum Returns.
14 **Impulse Management.** This figure represents the impulse management of the portfolio obtained from actual returns shown in Figure.

5 **The VPPI and FPPI management software**

One way to summarize the VPPI structure is to provide the flow charts of the viability software to solve this problem. They show the division of the programme into two steps:

1. the *computation* of the Minimum Guaranteed Investments and Guaranteed Minimum Returns and their management rules;
2. the use of the management rules for managing the value of the portfolio knowing at each date the actual underlying return.

The first step is the discretization of continuous time by discrete dates, functions by sequences and reformulate the data and concepts in this discrete framework (this step is not needed if the problem is directly formulated in discrete time, as it is often the case).

Then algorithms are used to calculate iteratively guaranteed capture basin of targets viable in an environment and the feedback rule. It uses techniques of *set-valued numerical analysis* handling discrete subsets (grids) mostly based the lattice properties of guaranteed capture basins.

These algorithms are used in the VPPI and FPPI software. We describe below their flow charts. They indicate what are the inputs and outputs of the software, presented in the form of .csv files.
5.1 Flow Chart of the VPPI Software
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### 5.2 Flow Chart of the FPPI Software

**Guaranteed Minimum Returns**

**Inputs**
- Liabilities/Floor
- Bounds on Exposure
- Bounds on Liquidity
- Coupon Schedule
- Bounds on Transaction Values

**Outputs**
- Riskless Return
- Authorized Investments
- Guaranteed Minimum Return (GMR)

---

**Impulse Management of the Portfolio**

**Inputs**
- Actual Returns of the Underlying

**Outputs**
- Portfolio Value
- Portfolio Exposure
- Number of Shares

---

### 6 Guaranteed Viability Kernels

We present very briefly the mathematical concepts of viability theory used to solve the cushion guaranteed ALM management. For defining controlled stochastic systems, we need to make precise the concept of feedback:

15 **Retroactions and loops.** Consider a set-valued map $x \sim R(x)$ (interpreted as a contingent set-valued map).

1. A retroaction $(t, x) \mapsto \tilde{r}(t, x) \in R(x)$ is a single-valued selection of contingent set-valued
2. A retroaction \( t \mapsto \tilde{r}(t) \in R(x(t)) \) is said to “open loop” if it does not depend on the state.

3. A retroaction \( x \mapsto \tilde{r}(x) \in R(x) \) is termed feedback or “closed loop” if it depends only the state.

By abuse of language, we say simply feedback that \((t, x) \mapsto \tilde{r}(t, x) \in R(x)\) governs the evolution of a system \( x'(t) = f(x(t), u(t)) \) where \( u(t) \in R(x(t)) \) if this evolution is governed by the ordinary differential equation
\[
x'(t) = f(x(t), \tilde{r}(t, x(t)))
\]

We denote by \( \tilde{R} \) a set of retroactions.

Regarding open loop’ feedbacks, the largest class \( \tilde{R} \) is the class of “measurable selections” of the set-valued map \( R \) (see [13, Aubin & Frankowska] for selection and parametrization theorems). It is this class of feedbacks that is implicitly used when one speaks of differential inclusion
\[
x'(t) \in f(x(t), R(x(t))) := \bigcup_{r \in R(x(t))} f(x(t), r)
\]

Michael’s theorem provides sufficient conditions for obtaining continuous selections \( x \mapsto \tilde{r}(x) \in R(x) \). The search of selection and parameterizations of set-valued maps is a substantial chapter of mathematics.

### 6.1 Tychastic Systems

Consider
1. a vector space \( X := \mathbb{R}^d \) (interpreted as a state space) and a vector space \( \mathcal{V} := \mathbb{R}^d \) (regarded as a tychastic space of tyches);
2. a (single-valued) map \( f : X \times \mathcal{V} \mapsto X \) defining the differential equation \( x'(t) = f(x(t), v(t)) \) parameterized by tyches \( v \) (interpreted as a tychastic system);
3. a set-valued map \( \mathcal{V} : x \mapsto \mathcal{V}(x) \) (interpreted as tychastic (set-valued) map);
4. a family \( \tilde{\mathcal{V}} \) of tychastic retroactions \( \tilde{v} : (t, x) : \mathbb{R}_+ \times K \mapsto \tilde{v}(t, x) \in \mathcal{V}(x) \).

We associated with these data the set-valued map
\[
f_{\tilde{\mathcal{V}}}(t, x) := \bigcup_{\tilde{v} \in \tilde{\mathcal{V}}} f(x, \tilde{v}(t, x))
\]
and the tychastic system
\[
x'(t) \in f_{\tilde{\mathcal{V}}}(t, x(t))
\]
It generates the evolutionary system $S_{\tilde{V}} : X \sim C(0, \infty; X)$ where $S_{\tilde{V}}(x)$ is the set of solutions $x(\cdot) \in f_{\tilde{V}}(t, x(t))$ such that $x(0) = x$.

Let $\mathcal{H} \subset C(0, \infty; X)$ be a subset of evolutions. For example, subsets of evolutions

1. **viable in the environment**

   $\mathcal{V}(K) := \{x(\cdot) \text{ such that } \forall t \in [0, T], \ x(t) \in K\}$

2. **capturing the target**

   $\mathcal{K}(K, C) := \{x(\cdot) \mid \exists \ T \geq 0 \text{ such that } x(T) \in C & \forall t \in [0, T], \ x(t) \in K\}$

3. **viable in the environment until capturing the target**

   $\mathcal{V}(K, C) := \mathcal{V}(K) \cup \mathcal{K}(K, C)$

Let us consider a subset $\mathcal{H} \subset C(0, \infty; \mathbb{R}^d)$ of evolutions. The “core” $S_{\tilde{V}}^{\ominus 1}(\mathcal{H})$ of $\mathcal{H}$ under set-valued map $S_{\tilde{V}}$ is the set

$$S_{\tilde{V}}^{\ominus 1}(\mathcal{H}) := \{x \in X \text{ such that } S_{\tilde{V}}(x) \subset \mathcal{H}\}$$

of initial states such that all evolutions starting from $x$ belong to $\mathcal{H}$ and share its properties.

We obtain the following concepts of **invariance kernel of the environment with target**

$$\text{Inv}_f([\tilde{V}]; (K, C)) := S_{\tilde{V}}^{\ominus 1}(\mathcal{V}(K, C))$$

by taking the core under the tychastic system of the family of evolutions viable in the environment until capturing the target.

If we suppose that all evolutions starting from $K \setminus C := K \cap \overline{C}$ leave $K \setminus C$ in finite time, all evolutions starting from the invariance kernel with target are viable in the environment until they capture the target.

By defining the order relation $V_1 \subset V_2$ on set-valued maps by the inclusion relation $\text{Graph}(V_1) \subset \text{Graph}(V_2)$ on their graphs, we note that the application $(\tilde{V}, K, C) \mapsto \text{Inv}_f([\tilde{V}]; (K, C))$ is decreasing with respect to the tychastic map and increasing with respect to $K$ and $C$. It shows especially that the invariance kernel is the largest fixed point $G$ between $C$ and $K$ of the map $K \mapsto \text{Inv}_f([\tilde{V}]; (K, C))$:

$$C \subset G \subset K \text{ et } G = \text{Inv}_f([\tilde{V}]; (G, C))$$

as well as the unique fixed point $G$ between $C$ and $K$ of the map $C \mapsto \text{Inv}_f([\tilde{V}]; (K, C))$ and thus the unique bilateral fixed point

$$C \subset G \subset K \text{ et } G = \text{Inv}_f([\tilde{V}]; (G, C)) = \text{Inv}_f([\tilde{V}]; (K, G))$$
The topological properties of invariance kernels (closure and stability of the basin and kernels, etc.) are proved under the assumption that the dynamics of $f$ and $V$ tychastic set-valued map are Lipschitz.

Viability and invariance theorems characterize the basin invariance kernel and invariance kernels by tangential properties at the boundary relating velocities and tangent directions to the environment.

6.2 Impulse Tychastics Systems

Consider a impulse tychastic system $(f_0[V], \Phi)$ (where $V$ is a tychastic map identified with its graph $\text{Graph}(V) \subset X \times \mathcal{V}$) and an environment.

Discontinuous evolutions (with “jumps”) are governed by the impulse system if

\[
\begin{align*}
(i) \quad & x'(t) \in f_0[V](t, x(t)) \text{ whenever } x(t) \in K \setminus \text{Dom}(\Phi) \\
(ii) \quad & x(t) = \Phi(x(t)) \text{ whenever } x(t) \in \text{Dom}(\Phi)
\end{align*}
\]

In other words, all evolutions starting from the initial state $x \in \text{Inv}_f([V]; (K, \text{Dom}(\Phi)))$ are viable in $K$ until they reaches at finite time $t^*$ the domain $\text{Dom}(\Phi)$ of the reset map $\Phi$ at a point $x(-t^*) \in \text{Dom}(\Phi)$. The impulse system instantly resets this state at the new state $x(t^*) = \Phi(x(-t^*))$. If the image of $\Phi$ is contained in $\text{Inv}_f([V]; (K, \text{Dom}(\Phi)))$, the same scenario starts again.

Impulse viability means that

\[\text{Im}(\Phi) \subset \text{Inv}_f([V]; (K, \text{Dom}(\Phi)))\]

If $C \subset K$ is a target (for instance, the domain $\text{Dom}(\Phi)$ of the reset map), we set

\[\text{Inv}[V] := \text{Inv}_f([V]; (K, C))\]

The invariance operator $\text{Inv}$ is the map $V \mapsto \text{Inv}[V]$.

The question is

Look for $V$ such that $\text{Im}(\Phi) \subset \text{Inv}[V]

and, even, whether there is a largest tychastic set-valued map $V$ solution of this problem. The answer is positive.

6.3 Tychastic Reliability

The operator of invariance satisfies the following properties:

1. If $V_1 \subset V_2$, then $\text{Inv}[V_2] \subset \text{Inv}[V_1]$.
2. If $G \subset \text{Inv}[V_1] \cap \text{Inv}[V_2]$, then $G \subset \text{Inv}[V_1 \cup V_2]$. 
These are the two properties required to define the Galois transform of the invariance operator defined by

$$\text{Fiab}[G] := \bigcap_{G \subset \text{Inv}[V]} \text{Graph}(V)$$ (25)

We will call it for reasons that are obvious the reliability operator (for the French opérateur de fiabilité) Fiab mapping subsets $G$ to graphs of tychastic maps, subset of $X \times V$.

The reliability operator verifies the properties
1. if $G_1 \subset G_2$, then $\text{Fiab}[G_2] \subset \text{Fiab}[G_1]$;
2. If $V \subset \text{Fiab}[G_1] \cap \text{Fiab}[G_2]$, then $V \subset \text{Fiab}[G_1 \cup G_2]$.

These operators satisfy

$$V \subset \text{Fiab}[\text{Inv}[V]] \text{ and } G \subset \text{Inv}[\text{Fiab}[G]]$$ (26)

The invariance operator is itself the Galois transform of the reliability operator

$$\text{Inv}[V] := \bigcap_{G \subset \text{Fiab}[G]} G$$ (27)

We also note that the maps $V \mapsto \text{Fiab}[\text{Inv}[V]]$ and $G \subset \text{Inv}[\text{Fiab}[G]]$ are “closures” (increasing, extensive and idempotent applications). We refer to Chapter 7 of [Aubin] and for more details, [Akian, Gaubert & Kolokotsov] and its bibliography for references on this topic.

### 6.4 Regulated Tychastic Systems

We further introduces
1. a space $\mathcal{U} := \mathbb{R}^b$ (interpreted as a control space or regulon space);
2. a map $f : X \times \mathcal{U} \times \mathcal{V} \mapsto X$ defining the differential equation $x'(t) = f(x(t), u(t), v(t))$ parameterized by controls $u$ and tyches $v$ (interpreted as a controlled or regulated tychastic system);
3. a set-valued map $U : x \sim U(x)$ (interpreted as the contingent set-valued map);
4. a family $\tilde{U}$ of contingent retroactions $\tilde{u} : (t, x) : \mathbb{R}_+ \times K \mapsto \tilde{u}(t, x) \in U(x)$.

We associate with these new data the set-valued map

$$f_{\tilde{u}, \tilde{V}}(t, x) := f_{\tilde{V}}(t, \tilde{u}(t, x))$$

and the controlled (or regulated) tychastic system

$$x'(t) \in f_{\tilde{V}}(t, \tilde{u}(t, x(t)))$$ (28)
The guaranteed viability kernel is defined by

$$\text{GuarViab}_f([\tilde{U}, \tilde{V}; K, C]) := \bigcup_{\tilde{u} \in \tilde{U}} \text{Inv}_f([\tilde{u}, \tilde{V}; K, C])$$  \hspace{1cm} (29)$$

which depends on the set $K$ on one hand and on the pair $[\tilde{U}, \tilde{V}]$ made of retroactions $\tilde{u} \in \tilde{U}$ defining the contingent uncertainty and $\tilde{v} \in \tilde{V}$ defining the tychastic uncertainty, on the other hand.

A retroaction $u^\triangledown \in \tilde{U}$ is a control (or management) rule if

$$\text{GuarViab}_f([u^\triangledown, \tilde{V}; K, C]) = \text{GuarViab}_f([\tilde{U}, \tilde{V}; K, C])$$  \hspace{1cm} (30)$$

Pierre Bernhard was one of the first to parameterize the concepts of values of differential games by families of retroactions $\tilde{U}$ and $\tilde{V}$ of the two players Ursula and Victor. It is this suggestion that we follow for defining the concept of guaranteed viability kernel in this “game against Nature” which is nothing else than a controlled tychastic system.

We note that the map

$$(K, C, \tilde{U}, \tilde{V}) \mapsto \text{GuarViab}_f([\tilde{U}, \tilde{V}; K, C])$$

is increasing respect to $K$, $C$ and $\tilde{U}$, on the one hand, and decreasing with respect to $\tilde{V}$, on the other hand (for the inclusion relation sets).

If tychastic uncertainty (described by $\tilde{V}$, and, upstream, by the graph of the tychastic set-valued map $V$) increases, the guaranteed viability kernel guaranteed decreases, so it is necessary to also increase the set $\tilde{U}$, and, upstream, the graph of the contingent set-valued map $U$ (translating contingent uncertainty) for increasing the guaranteed viability kernel. Once the environment $K$ and $C$ the target are given, the map

$$(\tilde{U}, \tilde{V}) \mapsto \text{GuarViab}_f([\tilde{U}, \tilde{V}; K, C])$$

leads to a new concept of “game” on set-valued maps $U$ and $V$ and taking values in the family of (closed) subsets of the state space. In this context, we choose here the set $\tilde{V}$ of open loop feedbacks and the set $\tilde{U}$ a set of closed loop feedbacks. However, many other options have been proposed and studied.

Viability theory provides mathematical and algorithmic properties of guaranteed viability kernels, including the fixed point property of the guaranteed viability kernel guarantee, simple to state but important: the guaranteed viability kernel is the largest subset $G$ between $C$ and $K$ satisfying the fixed point property

$$G = \text{GuarViab}_f([\tilde{U}, \tilde{V}; G, C])$$  \hspace{1cm} (31)$$
The viability algorithms provide means to compute the guaranteed viability kernels and to program them (see Section 5, p. 25 and [52, Saint-Pierre], [40, Cardaliaguet, Quincampoix & Saint-Pierre], among many other papers).

In the same way that it is impossible to summarize in few pages the properties of stochastic differential equations for a layman in probability, it is impossible to go beyond the basic concepts and technical viability, even briefly. This is a reason why we invite the reader who would like to deepen these results to refer to the literature on viability theory.

6.5 Qualitative and quantitative Insurance Evaluations and Measures

The set of real numbers equipped with the usual ordering is the favorite candidate for providing measure processes of elements of a set \( A \) by a function \( \mu : A \rightarrow \mathbb{R} \). This is the case of several families \( A \subset \mathcal{P}(E) \) of subsets of a space \( E \). If \( A \) is a \( \sigma \)-algebra, the concept of Kolmogorov measure provides the best known example. If the set \( A \) is the set of compact subsets and if we equip \( \mathbb{R} \) with the max-plus algebra (for the operations \( \max(a, b) \) and \( a + b \)), Maslov measure \( A \rightarrow \sup_{x \in A} \mu(x) \) provides another example (The Cramer transform links those two examples). It is also in this context that one can define concepts similar to those of fuzzy sets to formulate mathematically other connotations of chance (see [11, Aubin & Dordan]).

Actually, any map \( \mu \) from \( A \) to a lattice could provide evaluation and comparison procedures of its elements, but not a measure, since the meaning of “measure” generally involves the real numbers.

The concepts of viability theory (invariance kernels and guaranteed viability kernels with targets, etc.) are maps taking their values in the family of subsets, endowed with the inclusion order relation. Each of these applications may serve as an evaluation process. The guaranteed viability kernel provides a procedure for evaluating the concept of (tychastic) warranty (and thus, of its insurance), as large as the guaranteed viability kernel is small. This does not forbid, if necessary, to use these kernels and basins as “qualitative evaluations”, first, and second, to use Kolmogorov, Maslov and other measurement procedures of subsets to further furnish a quantitative measure by numbers. This combination of qualitative and quantitative measures could offer meaningful and useful new instruments.

This is just the case of the initial minimum guaranteed investment we used in the VPPI approach of the ALM problem.
7 Stochastic and Tychastic Viability

The invariance kernel is an example of the core $S^{\oplus 1}(\mathcal{H})$ of a subset $\mathcal{H} \subset C(0, \infty; \mathbb{R}^d)$ for $\mathcal{H} = \mathcal{K}_{(K,C)}$ being the set of evolutions viable in $K$ reaching the target $C$ in finite time.

Let us consider random events $\omega \in \Omega$, where $(\Omega, \mathcal{F}, P)$ is a probability space, instead of tyches $v(\cdot) \in Q(x(\cdot))$.

A stochastic system is a specific parameterized evolutionary system described by a map $X : (x, \omega) \in \mathbb{R}^d \times \Omega \mapsto X(x, \omega) \in C(0, \infty; \mathbb{R}^d)$ (usually denoted by $t \mapsto X_t^x$ in the stochastic literature) where $C(0, \infty; \mathbb{R}^d)$ is the space of continuous evolutions. In other words, it defines evolutions $t \mapsto X(x, \omega)(t) := X_t^x(\cdot) \in \mathbb{R}^d$ starting at $x$ at time $0$ and parameterized by random events $\omega \in \Omega$ satisfying technical requirements (measurability, filtration, etc.) that are not relevant to involve at this stage of the exposition. The initial state $x$ being fixed, the random variable $\omega \mapsto X(x, \omega) := X_t^x(\cdot) \in C(0, +\infty; \mathbb{R}^d)$ is called a stochastic process. A subset $\mathcal{H} \subset C(0, \infty; \mathbb{R}^d)$ of evolutions sharing a given property being chosen, it is natural, as we did for tychastic systems, to introduce the stochastic core of $\mathcal{H}$ under the stochastic system: it is the subset of initial states $x$ from which starts a stochastic process $\omega \mapsto X(x, \omega)$ such that for almost all $\omega \in \Omega$, $X(x, \omega)(\cdot) \in \mathcal{H}$:

$$\text{Stoc}_X(\mathcal{H}) := \{ x \in \mathbb{R}^d \mid \text{for almost all } \omega \in \Omega, \ X(x, \omega) := X_t^x(\cdot) \in \mathcal{H} \} \quad (32)$$

Regarding a stochastic process as a set-valued map $X$ associating with any state $x$ the family $X(x) := \{ X(x, \omega) \}_{\omega \in \Omega}$, the definitions of stochastic cores (32) of subsets of evolution properties are similar in spirit to definition:

$$S^{\oplus 1}(\mathcal{H}) := \{ x \in \mathbb{R}^d \mid \text{for all } v(\cdot) \in Q(x(\cdot)), \ x_v(\cdot) \in \mathcal{H} \}$$

under a tychastic system

$$x'(t) = f(x(t), v(t)) \text{ where } v(t) \in Q(x(t))$$

Furthermore, the parameters $\omega$ are constant in the stochastic case, whereas the tychastic uncertainty $v(\cdot)$ is dynamic in nature, a more realistic assumption in the domain of life sciences. There is however a deeper similarity that we mention briefly. When the stochastic system $(x, \omega) \mapsto X(x, \omega)$ is derived from a stochastic differential equation, the Strook-Varadhan Support Theorem (see [53, Stroock & Varadhan]) states that there exists a tychastic system $(x, v) \mapsto S(x, v)$ such that, whenever $H$ is closed, the stochastic core of $\mathcal{H}$ under the stochastic system $X$ and its tychastic core under the associated tychastic system $S$ coincide:

$$\text{Stoc}_X(\mathcal{H}) = S^{\oplus 1}(\mathcal{H})$$

To be more specific, let $X(x, \omega)$ denote the solution starting at $x$ to the stochastic differential equation

$$dx = \gamma(x)dt + \sigma(x)dW(t)$$

where $W(t)$ ranges over $\mathbb{R}^c$ and the drift $\gamma: \mathbb{R}^d \mapsto \mathbb{R}^d$ and the diffusion $\sigma: \mathbb{R}^d \mapsto \mathcal{L}(\mathbb{R}^c, \mathbb{R}^d)$ are smooth and bounded maps. Let us associate with them the Stratonovich drift $\hat{\gamma}$ defined by $\hat{\gamma}(x) := \gamma(x) - \frac{1}{2} \sigma'(x) \sigma(x)$. The Stratonovich stochastic integral is an alternative to the Ito integral, and easier to manipulate. Unlike the Ito calculus, Stratonovich integrals are defined such that the chain rule of ordinary calculus holds. It is possible to convert Ito stochastic differential equations to Stratonovich ones.

Then, the associated tychastic system is

$$x'(t) = \hat{\gamma}(x(t)) + \sigma(x(t))v(t) \text{ where } v(t) \in \mathbb{R}^c$$

where the tychastic map is constant and equal to $\mathbb{R}^c$.

Consequently, the tychastic system associated with a stochastic one by the Strrook-Varadhan Support Theorem is very restricted: there are no bounds at all on the tyches, whereas general tychastic systems allow the tyches to range over subsets $Q(x)$ depending upon the state $x$, describing so to speak a state-dependent uncertainty:

$$x'(t) = \hat{\gamma}(x(t)) + \sigma(x(t))v(t) \text{ where } v(t) \in Q(x(t))$$

This state-dependent uncertainty, unfortunately absent in the mathematical representation of uncertainty in the framework of stochastic processes, is of utmost importance for describing uncertainty in problems dealing with living beings.

When $\mathcal{H}$ is a Borelian of $C(0, \infty; \mathbb{R}^d)$, we denote by $\mathbb{P}_{X(\cdot, \cdot)}$ the law of the random variable $X(x, \cdot)$ defined by

$$\mathbb{P}_{X(\cdot, \cdot)}(\mathcal{H}) := \mathbb{P}(\{\omega \mid X(x, \omega) \in \mathcal{H}\})$$

Therefore, we can reformulate the definition of the stochastic core of a set $\mathcal{H}$ of evolutions in the form

$$\text{Stoc}_X(\mathcal{H}) = \{x \in \mathbb{R}^d \mid \mathbb{P}_{X(x, \cdot)}(\mathcal{H}) = 1\}$$

In other words, the stochastic core of $\mathcal{H}$ is the set of initial states $x$ such that the subset $\mathcal{H}$ has probability one under the law of the stochastic process $\omega \mapsto X(x, \omega) \in C(0, +\infty; \mathbb{R}^d)$ (if $\mathcal{H}$ is closed, $\mathcal{H}$ is called the support of the law $\mathbb{P}_{X(x, \cdot)}$). The Strook-Varadhan Support Theorem states that under regularity assumptions, this support is the core of $\mathcal{H}$ under the tychastic system (33). See [45, Doss] and [12, Aubin& Doss] for more details. It furthermore provides a characterization of stochastic viability in terms of tangent cones and general curvatures of the environments. Characterization of stochastic viability and invariance in terms of stochastic tangent cones has been carried over in [8, 9, Aubin & Da Prato] and [10, Aubin, Da Prato& Frankowska] and [42, 43, 44, Da Prato & Frankowska] in terms of distance functions among many other studies in this direction.

These remarks further justify our choice of privileging tychastic systems because, as far as the properties of initial states of evolution are concerned, stochastic systems are just (very) particular cases of tychastic systems.
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