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1. Introduction

On the $d$-dimensional sphere, let us consider the interpolation inequality

$$\|\nabla u\|_{L^2(S^d)}^2 + \frac{d}{p-2} \|u\|_{L^2(S^d)}^2 \geq \frac{d}{p-2} \|u\|_{L^p(S^d)}^2 \quad \forall u \in H^1(S^d, d\mu),$$

(1.1)

where the measure $d\mu$ is the uniform probability measure on $S^d \subset \mathbb{R}^{d+1}$ corresponding to the measure induced by the Lebesgue measure on $\mathbb{R}^{d+1}$, and the exponent $p \geq 1, p \neq 2$, is such that

$$p \leq 2^* := \frac{2d}{d-2}$$

if $d \geq 3$. We adopt the convention that $2^* = \infty$ if $d = 1$ or $d = 2$. The case $p = 2$ corresponds to the logarithmic Sobolev inequality

$$\|\nabla u\|_{L^2(S^d)}^2 \geq \frac{d}{2} \int_{S^d} |u|^2 \log \left(\frac{|u|^2}{\|u\|_{L^2(S^d)}^2}\right) \, d\mu \quad \forall u \in H^1(S^d, d\mu) \setminus \{0\}.$$  

(1.2)

In both cases, equality is achieved by any constant non-zero function and constants are optimal. Indeed, if we define

$$Q_p[u] := \frac{(p - 2) \|\nabla u\|_{L^2(S^d)}^2}{\|u\|_{L^p(S^d)}^2 - \|u\|_{L^2(S^d)}^2} \quad \text{and} \quad Q_2[u] := \frac{2 \|\nabla u\|_{L^2(S^d)}^2}{\int_{S^d} |u|^2 \log \left(\frac{|u|^2}{\|u\|_{L^2(S^d)}^2}\right) \, d\mu}$$

respectively for $p \neq 2$ and for $p = 2$, and consider an eigenfunction $\varphi$ associated with the first positive eigenvalue of the Laplace-Beltrami operator on $S^d$, optimality can be checked by computing $Q_p[1 + \varepsilon \varphi]$ as $\varepsilon \to 0$. Inequality (1.1) has been established in [13] by rigidity methods, in [8] by techniques of harmonic analysis, and using the carré du champ method in [9, 7, 14], for any $p > 2$. The case $p = 2$ was studied in [23].

Here we shall focus on flow methods. In [3, 4, 5], D. Bakry and M. Emery proved the inequalities using the heat flow provided

$$p \leq 2^\# := \frac{2d^2 + 1}{(d-1)^2}.$$ 

This special exponent is emphasized in [5]. It is an important limitation, as we shall see in Section 4. Up to now, it was not known whether the limitation was of technical nature, or if there was a deep reason for it. Our main result is to build a counter-example which shows why heat flow methods definitely cannot cover the whole range of the exponents up to the critical exponent $2^*$ while nonlinear flows, with a proper choice of the nonlinearity, do it. Nonlinear flows introduced in [14] provide a unified framework for rigidity and carré du champ methods as shown in [18]. We
refer to [2, 6] for background references. More specialized papers will be quoted below.

On the other hand, in the range \( p < 2^* \) which is covered by a heat flow method, we provide an *improved inequality* with a constructive method under an integral constraint on the set of functions. See next section for details. We also provide a constructive estimate when \( p \in [2^*, 2^*] \) under an antipodal symmetry constraint: see Theorem 5.6.

The flow method applies to general compact manifolds but optimality is achieved only for spheres and not in the general case. The reader interested in differential geometry issues is invited to refer to [18] and many other papers quoted therein. We will focus on the case of the sphere and use a simplified version of the inequality based on the ultraspherical operator to build our counter-examples.

### 2. Flows and functional inequalities

If we define the functionals \( \mathcal{E}_p \) and \( \mathcal{I}_p \) respectively by

\[
\mathcal{E}_p[\rho] := \frac{1}{p - 2} \left[ \int_{S^d} \rho^{\frac{2}{p}} \, d\mu - \left( \int_{S^d} \rho \, d\mu \right)^{\frac{2}{p}} \right] \quad \text{if} \quad p \neq 2,
\]

\[
\mathcal{E}_2[\rho] := \int_{S^d} \rho \log \left( \frac{\rho}{\|\rho\|_{L^1(S^d)}} \right) \, d\mu,
\]

for \( \rho > 0 \), and

\[
\mathcal{I}_p[\rho] := \int_{S^d} |\nabla \rho|^{\frac{2}{p}} \, d\mu,
\]

then inequalities (1.1) and (1.2) amount to \( \mathcal{I}_p[\rho] \geq d \mathcal{E}_p[\rho] \) as can easily be checked using \( \rho = |u|^p \). To establish such inequalities, one can use the heat flow

\[
\frac{\partial \rho}{\partial t} = \Delta \rho \tag{2.1}
\]

where \( \Delta \) denotes the Laplace-Beltrami operator on \( S^d \), and compute

\[
\frac{d}{dt} \mathcal{E}_p[\rho] = -\mathcal{I}_p[\rho] \quad \text{and} \quad \frac{d}{dt} \mathcal{I}_p[\rho] \leq -d \mathcal{I}_p[\rho].
\]

Details of the computation based on the *carré du champ* will be given below. However, there is a strict limitation on the exponent, namely that \( p \leq 2^* \). If this condition is satisfied, we obtain that

\[
\frac{d}{dt} \left( \mathcal{I}_p[\rho] - d \mathcal{E}_p[\rho] \right) \leq 0.
\]
On the other hand, \( \rho(t, \cdot) \) converges as \( t \to \infty \) to a constant, namely
\[
\int_{\mathbb{S}^d} \rho \, d\mu
\]
since \( d\mu \) is a probability measure and \( \int_{\mathbb{S}^d} \rho \, d\mu \) is conserved by (2.1). As a consequence, \( \lim_{t \to \infty} (\mathcal{I}_p[\rho] - d\mathcal{E}_p[\rho]) = 0 \), which proves that \( \mathcal{I}_p[\rho(t, \cdot)] - d\mathcal{E}_p[\rho(t, \cdot)] \geq 0 \) for any \( t \geq 0 \) and completes the proof. See [5] for details. One may wonder whether the monotonicity property is also true for some \( p > 2^\# \). Our first result contains a negative answer to this question.

**Proposition 2.1.** — For any \( p \in (2^\#, 2^*) \) or \( p = 2^* \) if \( d \geq 3 \), there exists a function \( \rho_0 \) such that, if \( \rho \) is a solution of (2.1) with initial datum \( \rho_0 \), then
\[
\frac{d}{dt}\left( \mathcal{I}_p[\rho] - d\mathcal{E}_p[\rho] \right)_{t=0} > 0.
\]

To overcome the limitation \( p \leq 2^\# \), one can consider a nonlinear diffusion of fast diffusion / porous medium type
\[
\frac{\partial \rho}{\partial t} = \Delta \rho^m. \tag{2.2}
\]
With this flow, we no longer have \( \frac{d}{dt}\mathcal{E}_p[\rho] = -\mathcal{I}_p[\rho] \) but can still prove that
\[
\mathcal{K}_p[\rho] := \frac{d}{dt}\left( \mathcal{I}_p[\rho] - d\mathcal{E}_p[\rho] \right) \leq 0,
\]
for any \( p \in [1, 2^*] \). Proofs have been given in [14, 18]. We also refer to [16, 17] for results which are more specific to the case of the sphere and of the ultraspherical operator, and further references therein. Except for \( p = 1 \) and \( p = 2^* \) with \( d \geq 3 \), there is some flexibility in the choice of \( m \). It is enough to pick a special example for proving Proposition 2.1. Notice that we use a function related with the nonlinear diffusion equation (2.2) to prove the non-monotonicity property along the heat flow (2.1). See Section 4 for details and for a proof of Proposition 2.1.

For any \( p < 2^* \), existence of optimal functions in (1.1) and (1.2) is not an issue due to the compactness of Sobolev’s embeddings. Instead of considering the whole flow, it is possible to take such an optimal function \( u \) (or more generically a positive critical point) as initial datum, compute the time-derivative \( \mathcal{K}_p \) using the flow at \( t = 0 \) (which is equal to 0 because \( u \) is a critical point of \( \mathcal{I}_p - d\mathcal{E}_p \)), and use this computation to identify \( u \). This is the essence of the rigidity method as in [13, 7]: see [18] for details and improvements. In the flow perspective, we can also make use of \( \mathcal{K}_p \) to obtain improved inequalities: see [17]. Here we use a function \( u \) such that \( \mathcal{K}_p[u] = 0 \) (along the nonlinear flow (2.2)) as initial datum for (2.1), when \( p = 2^* \), and check that, for an appropriate choice of \( m \), it satisfies the property of Proposition 2.1.
With no restriction, we can assume that $\int_{\mathbb{S}^d} \rho \, d\mu = 1$. As $t \to \infty$, the equation (2.2) becomes equivalent to the heat flow (2.1), which allows to relate best constants in (1.1) and (1.2) with the spectral gap, or Poincaré inequality, associated with the Laplace-Beltrami operator. Because of the improved inequalities that have been shown in [17] (see the proof of Proposition 5.1), optimality can be achieved only in the asymptotic regime. This explains why the computation of $Q_p[1 + \varepsilon \varphi]$ as $\varepsilon \to 0$ mentioned in Section 1 provides the optimal constant if $\varphi$ is an eigenfunction associated with the first positive eigenvalue of the Laplace-Beltrami operator. This also raises a very interesting question that we address in Section 5 and goes as follows. If we assume that the initial datum satisfies

$$
\int_{\mathbb{S}^d} x \rho \, d\mu = 0,
$$

is the decay rate of $I_p - d \mathcal{E}_p$ along (2.2) faster and can we write that $\frac{d}{dt} (I_p[\rho] - \lambda \mathcal{E}_p[\rho]) \leq 0$ for some $\lambda > d$? In other words, can we improve on the value of the infimum of $Q_p[u]$ if we assume that $\int_{\mathbb{S}^d} x |u|^p \, d\mu = 0$?

Notice indeed that, in the asymptotic regime as $t \to \infty$, this condition means that the solution of (2.1) is orthogonal to the eigenspace corresponding to the first positive eigenvalue of $-\Delta$, and hence proves that, for any $\varepsilon > 0$, there exists a constant $C > 0$, depending on $\varepsilon$, such that

$$
\mathcal{E}_p[\rho(t, \cdot)] \leq C e^{-(2(d+1)-\varepsilon)t} \quad \forall \, t \geq 0.
$$

Some partial results are known.

- If $p = 1$, that is, in the linear case, Inequality (1.1) is equivalent to a Poincaré inequality

$$
\|\nabla u\|_{L^2(\mathbb{S}^d)}^2 \geq d \|u - 1\|_{L^2(\mathbb{S}^d)}^2 \quad \forall \, u \in H^1(\mathbb{S}^d, d\mu) \text{ such that } \int_{\mathbb{S}^d} u \, d\mu = 1.
$$

With the additional condition that $\int_{\mathbb{S}^d} x \, d\mu = 0$, the inequality is improved to

$$
\|\nabla u\|_{L^2(\mathbb{S}^d)}^2 \geq 2 (d + 1) \|u - 1\|_{L^2(\mathbb{S}^d)}^2
$$

as can be shown by a simple decomposition in spherical harmonics.

- If $p = 2^*$ and $d \geq 3$, G. Bianchi and H. Egnell have shown in [12] that the Euclidean Sobolev inequality can be improved. Using an inverse stereographic projection, this exactly shows that $\lambda > d$ and we will give a similar argument in Section 5. However, this is argued by contradiction so that no explicit value of $\lambda$ is given.

- If $d = 2$, then $2^* = \infty$ and the Sobolev inequality has to be replaced by
the Moser-Trudinger-Onofri inequality: see [15] for considerations in this direction. This inequality states that
\[ \log \left( \int_{S^2} e^u \, d\mu \right) \leq \frac{\alpha}{4} \|\nabla u\|_{L^2(S^d)}^2 \quad \forall u \in H^1(S^2, d\mu) \]
such that \( \int_{S^2} u \, d\mu = 0 \),
with \( \alpha = 1 \). It has been conjectured by A. Chang and P. Yang that \( \alpha = \frac{1}{2} \) under the additional condition that \( \int_{S^2} xe^u \, d\mu = 0 \), but so far the best existing result has been obtained in [21] and shows that \( \alpha \leq \frac{2}{3} \).

Of course, a major difficulty comes from the fact that the property \( \int_{S^d} x \rho \, d\mu = 0 \) is not conserved by the flow of (2.2), except if \( m = 1 \) (and (2.2) coincides then with (2.1)), as we shall see next. This is why we can produce an explicit estimate for \( \lambda \) only in the range \( p \leq 2^* \). Let us define
\[ \Lambda^* := \inf_{v \in H^1_+(S^d, d\mu)} \frac{\int_{S^d} \|\nabla v\|^2 \, d\mu}{\int_{S^d} \|v - 1\|^2 \, d\mu} \quad (2.3) \]
Here \( H^1_+(S^d, d\mu) \) denotes the a.e. nonnegative functions in \( H^1(S^d, d\mu) \).

**Theorem 2.2.** — For any \( p \in (2, 2^*) \), there exists a constant \( \Lambda > d \) such that
\[ \|\nabla u\|_{L^2(S^d)}^2 + \frac{\Lambda}{p - 2} \|u\|_{L^2(S^d)}^2 \geq \frac{\Lambda}{p - 2} \|u\|_{L^p(S^d)}^2 \quad (2.4) \]
for any function \( u \in H^1(S^d, d\mu) \) such that \( \int_{S^d} x_i |u|^p \, d\mu = 0 \) with \( i = 1, 2, \ldots, d \). Moreover, if \( p \leq 2^* \), with \( \Lambda^* > d \), we have the estimate
\[ \Lambda \geq d + \frac{(d - 1)^2}{d (d + 2)} (2^* - p) (\Lambda^* - d) \quad (2.5) \]

The strategy of the proof of this result will be given in Section 5. We will also give an estimate of \( \Lambda^* \) for the limit case \( p = 2 \) of the logarithmic Sobolev inequality in Proposition 5.4.

### 3. The ultraspherical operator

To avoid technicalities, we will work with the ultraspherical operator instead of the Laplace-Beltrami operator. As in [16, 17], we can indeed take coordinates for \( x = (x', z) \in S^d \) such that \( |x'|^2 + z^2 = 1 \), with \( x' \in \mathbb{R}^d \).
and \( z \in [-1, 1] \). A simple symmetrization argument (see for instance [22]) shows that optimality in (1.1) and (1.2) is achieved by functions depending only on \( z \) so that, in order to prove these inequalities, it is equivalent to establish the inequalities

\[
- \langle f, \mathcal{L} f \rangle = \int_{-1}^{1} |f'|^2 \nu \, dv_d \geq \frac{d}{p-2} \left( \|f\|_p^2 - \|f\|_2^2 \right) \tag{3.1}
\]

and

\[
- \langle f, \mathcal{L} f \rangle \geq \frac{d}{2} \int_{-1}^{1} |f|^2 \log \left( \frac{|f|^2}{\|f\|_2^2} \right) \, dv_d, \tag{3.2}
\]

for any function \( f \in H^1((-1, 1), dv_d) \). Here \( \|f\|_q := \left( \int_{-1}^{1} |f|^q \, dv_d \right)^{1/q} \) and \( \mathcal{L} f \) denotes the ultraspherical operator given by

\[
\mathcal{L} f : = (1 - z^2) f'' - dz f' = \nu f'' + \frac{d}{2} \nu' f',
\]

while \( dv_d \) is the probability measure defined by

\[
\nu_d(z) \, dx = dv_d(z) := Z_d^{-1} \nu^\frac{d}{2} - 1 \, dx \quad \text{with} \quad \nu(z) := 1 - z^2,
\]

and the normalization constant is \( Z_d = \sqrt{\pi} \frac{\Gamma\left(\frac{d}{2}\right)}{\Gamma\left(\frac{d+1}{2}\right)} \).

With the scalar product \( \langle f_1, f_2 \rangle = \int_{-1}^{1} f_1 f_2 \, dv_d \) defined on the space \( L^2((-1, 1), dv_d) \), let us recall that the main property of \( \mathcal{L} \) is

\[
\langle f_1, \mathcal{L} f_2 \rangle = - \int_{-1}^{1} f_1' f_2' \nu \, dv_d.
\]

We refer to [23, 1, 11, 9, 10, 19, 20, 16] for more references. The next lemma, which is taken from [16, Inequalities (3.2) and (3.3)], gives two elementary but very useful identities.

**Lemma 3.1.** — For any positive smooth function \( f \) on \((-1, 1)\), we have

\[
\int_{-1}^{1} (\mathcal{L} f)^2 \, dv_d = \int_{-1}^{1} |f''|^2 \nu^2 \, dv_d + d \int_{-1}^{1} |f'|^2 \nu \, dv_d,
\]

\[
\left\langle \frac{|f'|^2}{f}, \mathcal{L} f \right\rangle = \frac{d}{d+2} \int_{-1}^{1} \frac{|f'|^4}{f^2} \nu^2 \, dv_d - 2 \frac{d-1}{d+2} \int_{-1}^{1} \frac{|f''|^2 f''}{f} \nu^2 \, dv_d.
\]

Now let us rephrase the flow methods in the framework of the ultraspherical operator. With \( \rho = |f|^p \), Inequality (3.1) can be rewritten as

\[
F[\rho] := \frac{1}{d} \int_{-1}^{1} (|\rho^{1/p}|')^2 \nu \, dv_d - \frac{1}{p-2} \left[ \left( \int_{-1}^{1} \rho \, dv_d \right)^{2/p} - \int_{-1}^{1} \rho^{2/p} \, dv_d \right] \geq 0
\]
if \( p \neq 2 \). In the case \( p = 2 \), Inequality (3.2) can be rewritten as

\[
F[\rho] := \frac{1}{d} \int_{-1}^{1} |(\sqrt{\rho})'|^2 \nu \, d\nu_d - \frac{1}{2} \int_{-1}^{1} \rho \log \left( \frac{\rho}{\int_{-1}^{1} \rho \, d\nu_d} \right) \, d\nu_d \geq 0.
\]

Let us consider its evolution that along the heat flow

\[
\frac{\partial \rho}{\partial t} = \mathcal{L} \rho, \tag{3.3}
\]

The following result has been established by D. Bakry and M. Emery in [5].

**Proposition 3.2.** — Assume that either \( d > 1 \) and \( p \in [1, 2^*] \), or \( d = 1 \) and \( p \geq 1 \). If \( \rho \) solves (3.3), then the functional \( F[\rho] \) is nonincreasing.

But if we consider \( p \) belonging to the larger interval \([1, 2^*]\), the functional \( F[\rho] \) is nonincreasing along the fast diffusion / porous medium flow

\[
\frac{\partial \rho}{\partial t} = \mathcal{L} \rho^m, \tag{3.4}
\]

with

\[
m = 1 + \frac{2}{p} \left( \frac{1}{\beta} - 1 \right), \tag{3.5}
\]

and an appropriate choice of \( \beta \): see [14, 18, 16, 17] for detailed results.

Here is a summary of the results when \( p \geq 1 \). Let us define the numbers

\[
\beta_{\pm}(p,d) := \frac{d^2 - d(p - 5) - 2p + 6 \pm (d + 2) \sqrt{d(d - 2)(p - 1)(2^* - p)}}{d^2(p^2 - 3p + 3) - 2d(p^2 - 3) + (p - 3)^2},
\]

which are the roots of a second order polynomial \( \beta \mapsto \gamma(\beta) \) whose expression can be found in Section 4. Notice that \( \beta_{+} \) and \( \beta_{-} \) coincide when \( p = 2 \): \( \beta_{\pm}(2^*) = (d - 2)/(d - 3) \). The denominator

\[
\delta(p,d) := d^2(p^2 - 3p + 3) - 2d(p^2 - 3) + (p - 3)^2
\]

is positive if and only if one of the following condition is satisfied:

- \( d \geq 5 \),
- \( d = 4 \) and \( p \neq 3 \),
- \( d = 2 \) or \( d = 3 \) and \( p \notin [p_{-}(d), p_{+}(d)] \) where \( p_{\pm}(d) \) are the two roots of the equation \( \delta(p,d) = 0 \),
- \( d = 1 \) and \( p < 2 \).

Notice that the case \( d = 3 \) and \( p = 6 \) formally corresponds to \( \beta = +\infty \) and deserves a spatial treatment. It is covered with \( m = 2/3 \) in (3.4).

**Proposition 3.3.** — Let \( p \in [1, 2^*] \) and either \( \beta \in [\beta_{-}(p,d), \beta_{+}(p,d)] \) if \( \delta(p,d) > 0 \), or \( \beta \in (-\infty, \beta_{+}(p,d)] \cup [\beta_{-}(p,d), +\infty) \) if \( \delta(p,d) < 0 \). If \( \delta(\bar{p},d) = 0 \) for some \( \bar{p} = 0 \), we assume that the range of admissible values for \( \beta \) is the limit of the range as \( p \to \bar{p} \). Then \( \frac{d}{dt} F[\rho] \leq 0 \) if \( \rho \) solves (3.4).
The result of Proposition 3.2 is obtained by checking for which values of $p$ the case $\beta = 1$ is admissible in Proposition 3.3. In both cases, the method provides only a sufficient condition. See Figs. 3.1 and 3.2 for an illustration when $d = 5$.

Figure 3.1. The gray area corresponds to the $(p, \beta)$ admissible region in which $F[\rho]$ is monotone nonincreasing if $\rho$ solves (3.4), in the case $d = 5$. It is delimited by the curves $p \mapsto \beta_\pm(p, d)$. Similar patterns occur in higher dimensions. When $1 \leq d \leq 4$, the admissible region is slightly more complicated: see [17] for details. In any dimension $d \geq 2$, the line $\beta = 1$ intersects $p \mapsto \beta_-(p)$ at $p = 2^\#$. For any $d \geq 1$, there exists an admissible value of $\beta$ for any $p \in [1, 2^*)$ and also for $p = 2^*$ if $d \geq 3$.

Figure 3.2. The gray area corresponds to the $(p, m)$ admissible region, in the case $d = 5$, where $m$ is the exponent in (3.4) and given in terms of $m$ by (3.5). The case $m > 1$ and $m < 1$ correspond respectively to the porous medium and fast diffusion cases, while the threshold case $m = 1$, which is limited to $p \in [1, 2^\#]$, is the special case of the heat equation (3.3).

4. A counter-example for the heat flow

The conditions $p \leq 2^\#$ and $p \leq 2^*$ are only sufficient conditions for the monotonicity of $F[\rho]$ under the action of (3.3) and (3.4), and one can
wonder, for instance, if the monotonicity can be established for larger values of \( p \) under the action of the heat flow (3.3).

A **first obstruction** arises from the fact that for \( p = 2^* \), due to conformal invariance properties on the sphere, optimality in (3.1) is achieved not only by the constant functions but also by any function of the form

\[
  u(z) = (a + b z)^{-\frac{d-2}{2}} \quad \forall z \in (-1, 1). \tag{4.1}
\]

Indeed we have the following technical result.

**Proposition 4.1.** — If \( d \geq 3 \) and \( p = 2^* \), the function

\[
  \rho(t, x) = (a(t) + b(t) z)^{-d}
\]

is positive and solves (3.4) with \( m = 1 - \frac{1}{d} \) if and only if

\[
  a(t) = \omega \coth \left((d - 1) \omega (t + t_0)\right),
  \quad b(t) = \pm \omega \csch \left((d - 1) \omega (t + t_0)\right),
\]

for some nonnegative integration constants \( \omega \) and \( t_0 \).

**Proof.** — Inserting the expression of \( \rho \) in (3.4), we get that

\[
  a' + b' z = -b (d - 1) (b + a z)
\]

for any \( z \in (-1, 1) \). Hence \((a, b)\) solve the system

\[
  a' = -(d - 1) b^2, \quad b' = -(d - 1) a b.
\]

From the positivity of \( \rho \), we deduce that \( a > |b| \) and deduce that

\[
  \frac{a'}{b'} = \frac{b}{a}.
\]

There exists a positive constant \( \omega \) such that

\[
  a = \sqrt{\omega^2 + b^2}
\]

and the problem is reduced to

\[
  a' = (d - 1) (\omega^2 - a^2) \,.
\]

We conclude after integrating the ODE for \( a \) and using \( b = \pm \sqrt{a^2 - \omega^2} \). \( \Box \)

As we shall see next, if \( p = 2^* \) and \( d > 3 \), and \( \rho \) is a solution of (3.4), the only possible choice for \( \beta \) compatible with Proposition 3.3 is \( \beta = \beta_{\pm}(2^*) = (d - 2)/(d - 3) \), and in this case

\[
  \frac{d}{dt} F[\rho] = -2 \beta^2 \int_{-1}^{1} \left| w'' - \frac{d - 1}{d - 3} \frac{|w'|^2}{w} \right|^2 \nu^2 \, d\nu, \tag{4.2}
\]
with \( \rho = u^p = w^\beta p \). When \( u \) is given by (4.1), \( w \) satisfies
\[
w'' - \frac{d-1}{d-3} \frac{|w'|^2}{w} = 0.
\] (4.3)
That is, for \( \rho = u^p = w^\beta p \), solution of (3.4), and \( u \) given by (4.1) as initial datum, we obtain
\[
\frac{d}{dt} F[\rho]_{t=0} = 0.
\]
If \( \rho (= u^p) \) solves (3.3) instead of (3.4), we also find that \( \frac{d}{dt} F[\rho]_{t=0} = 0 \), because \( \rho \) is a minimizer of \( F[\rho] \) at \( t = 0 \). However, it is simple to check that the family (4.1) is not invariant under the action of (3.3), as
\[
\frac{\partial \rho}{\partial t} = d (d-1) \frac{b + a z}{(a + b z)^{d+1}}
\]
clearly differs from
\[
\mathcal{L} \rho = d b \frac{-b z^2 + d a z + (d+1) b}{(a + b z)^{d+2}}.
\]
We claim that any positive minimizer of \( F[\rho] \) is given by (4.1) for some \( a \) and \( b \) such that \( a > |b| \). Indeed by (4.2) and using the same notations as above, a minimizer solves (4.3). This ODE can be solved using elementary methods and shows that \( \rho(x) = (a + b z)^{-d} \).

Altogether, this proves that \( \rho \mapsto F[\rho] \) cannot evolve monotonously along the flow of (3.3), and proves the result of Proposition 2.1 with \( \rho_0 = \rho(t_0, \cdot) \), for some \( t_0 > 0 \). This first obstruction is however not fully explicit.

A second obstruction arises from the fact that if \( p \in (2^#, 2^*) \), one can find explicit functions such that \( \frac{d}{dt} F[\rho]_{t=0} > 0 \), with \( \rho \) solving (3.3). We shall prove the following refined version of Proposition 2.1.

**Proposition 4.2.** — Assume that \( d \geq 3 \), \( p \in (2^#, 2^*) \) and \( \beta = \beta_-(p,d) \). There exists an explicit, non-constant, positive function \( f \) and a positive constant \( A \) such that, if \( \rho \) solves (3.3) with initial datum \( \rho(t=0, \cdot) = |f|^p \), then
\[
\frac{d}{dt} F[\rho]_{t=0} = A \int_{-1}^{1} \frac{|f'|^4}{f^2} \nu^2 \, d\nu.
\]
Before proving this proposition, let us recall some known results for the heat flow and for the fast diffusion equation.

- **The heat flow approach.** Assume that \( p \neq 2 \). If \( \rho = |u|^p \) solves (3.3), then \( u \) is a solution of
\[
\frac{\partial u}{\partial t} = \mathcal{L} u + (p-1) \frac{|u'|^2}{u}
\] (4.4)
with initial datum $f$ and we notice that
\[
\frac{d}{dt} \int_{-1}^{1} |u|^p \, d\nu_d = 0,
\]
so that $\overline{u}^p := \int_{-1}^{1} |u|^p \, d\nu_d$ is preserved. A straightforward computation (using the definition of $L$ and Lemma 3.1) shows that
\[
-\frac{1}{2} \frac{d}{dt} \int_{-1}^{1} \left( |u'|^2 \nu + \frac{d}{p-2} (|u|^2 - \overline{u}^2) \right) \, d\nu_d
= \int_{-1}^{1} |u''|^2 \nu^2 \, d\nu_d - 2 \frac{d-1}{d+2} (p-1) \int_{-1}^{1} \frac{u'' |u'|^2}{u} \nu^2 \, d\nu_d
+ \frac{d}{d+2} (p-1) \int_{-1}^{1} \frac{|u'|^4}{u^2} \nu^2 \, d\nu_d.
\]
The r.h.s. is positive if
\[
\gamma_1 = \frac{d}{d+2} (p-1) - \left( \frac{d-1}{d+2} (p-1) \right)^2 \geq 0,
\]
that is, if $p \leq 2^\#$ when $d > 1$, or $p > 1$ when $d = 1$. Altogether we have the identity
\[
-\frac{1}{2} \frac{d}{dt} \int_{-1}^{1} \left( |u'|^2 \nu + \frac{d}{p-2} (|u|^2 - \overline{u}^2) \right) \, d\nu_d
= \int_{-1}^{1} \left[ u'' - \frac{d-1}{d+2} (p-1) \frac{|u'|^2}{u} \right]^2 \nu^2 \, d\nu_d + \gamma_1 \int_{-1}^{1} \frac{|u'|^4}{u^2} \nu^2 \, d\nu_d.
\]
Hence we have proved the following result.

**Proposition 4.3.** — *For all* $p \in [1,2) \cup (2,2^\#]$ *if* $d > 1$, *and for all* $p \in [1,2) \cup (+\infty)$ *if* $d = 1$, *there exists a constant* $\gamma_1 \geq 0$, *such that if* $u$ *is a positive solution to (4.4), then*
\[
\frac{d}{dt} \int_{-1}^{1} u^p \, d\nu_d = 0,
\]
\[
\frac{d}{dt} \int_{-1}^{1} \left( |u'|^2 \nu + \frac{d}{p-2} (u^2 - \overline{u}^2) \right) \, d\nu_d \leq -2 \gamma_1 \int_{-1}^{1} \frac{|u'|^4}{u^2} \nu^2 \, d\nu_d,
\]
*where* $\gamma_1$ *is given by
\[
\gamma_1 = \left( \frac{d-1}{d+2} \right)^2 (p-1) (2^\# - p) \quad \text{if} \quad d > 1, \quad \gamma_1 = \frac{p-1}{3} \quad \text{if} \quad d = 1.
\]
This result can be found in [5].

• The nonlinear diffusion approach. Now let us turn our attention towards the nonlinear flow defined by (3.4) with \( m \) and \( \beta \) related by (3.5), \( \kappa = \beta (p - 2) + 1 \), and

\[
\rho(t, x) = w^{\beta p} \left( \frac{\kappa t}{\beta p}, x \right), \quad (t, x) \in \mathbb{R}^+ \times [-1, 1].
\]

Then the function \( w \) satisfies

\[
\frac{\partial w}{\partial t} = w^{2-2\beta} \left( \mathcal{L} w + \kappa \frac{|w'|^2}{w} \right)
\]

and notice that

\[
\frac{d}{dt} \int_{-1}^{1} w^{\beta p} \, d\nu_d = \beta p (\kappa - \beta (p - 2) - 1) \int_{-1}^{1} w^{\beta (p-2)} |w'|^2 \nu \, d\nu_d,
\]

so that \( w^{\beta p} = \int_{-1}^{1} w^{\beta p} \, d\nu_d \) is preserved if \( \kappa = \beta (p - 2) + 1 \). Recall that (4.5) is such that \( \rho(t, x) = |u(t, x)|^p = |w(t, x)|^{\beta p} \) obeys to the nonlinear flow (3.4). Similarly as in the linear case we calculate:

\[
- \frac{1}{2\beta^2} \frac{d}{dt} \int_{-1}^{1} \left( |(w^\beta)'|^2 \nu + \frac{d}{p-2} (w^{2\beta} - w^{2\beta}) \right) \, d\nu_d
\]

\[
= \int_{-1}^{1} |w''|^2 \nu^2 \, d\nu_d - 2 \frac{d-1}{d+2} (\kappa + \beta - 1) \int_{-1}^{1} w'' \frac{|w'|^2}{w} \nu^2 \, d\nu_d
\]

\[
\quad + \left[ \kappa (\beta - 1) + \frac{d}{d+2} (\kappa + \beta - 1) \right] \int_{-1}^{1} \frac{|w'|^4}{w^2} \nu^2 \, d\nu_d.
\]

The r.h.s. is nonnegative if there exists a \( \beta \in \mathbb{R} \) such that

\[
\gamma(\beta) := \kappa (\beta - 1) + \frac{d}{d+2} (\kappa + \beta - 1) - \left( \frac{d-1}{d+2} (\kappa + \beta - 1) \right)^2
\]

\[
= (1 + \beta (p - 2)) (\beta - 1) + \frac{d}{d+2} \beta (p - 1) - \left( \frac{d-1}{d+2} \beta (p - 1) \right)^2 \geq 0.
\]

With the choice of \( \beta \) as in Proposition 3.3, \( \gamma \) is nonnegative. Indeed we have

\[
\gamma(\beta) = -1 + 2 b \beta - a \beta^2
\]

with \( a = \frac{(d-1)^2 p^2 - 3 (d+2) p + 3 (d^2 + 2 d + 3)}{(d+2)^2} \) and \( b = \frac{d+3-p}{d+2} \) and the reduced discriminant

\[
b^2 - a = \frac{4 d}{(d+2)^2} (p-1) (2 d - p (d-2))
\]

takes nonnegative values when \( d \geq 3 \) if \( 1 \leq p \leq 2^* \). The equation \( \gamma(\beta) = 0 \) has at most two solutions \( \beta = \beta_{\pm}(p, d) \), which are the two roots of the
polynomial $\beta \mapsto \gamma(\beta)$ given in Section 3. Notice here that when $p = 2^*$ and $d \geq 4$, $\gamma(\beta) = 0$ has a single root $\beta = \beta_\pm(2^*, d) = (d - 2)/(d - 3)$ and that (4.2) follows from our computations. The case $d = 3$ and $p = 6$ is a limit case in (4.5) corresponding to $\beta \to +\infty$ and can be dealt with directly using (3.4). In dimension $d = 2$ and $1$, the discriminant is respectively $2(p - 1)$ and $4/9(p - 1)(p + 2)$ and takes nonnegative values for any $p \geq 1$.

Altogether we obtain the identity

$$- \frac{1}{2 \beta^2} \frac{d}{dt} \int_{-1}^{1} \left( \left| (w^\beta)' \right|^2 \nu + \frac{d}{p - 2} \left( w^{2\beta} - \bar{w}^{2\beta} \right) \right) \, d\nu_d$$

$$= \int_{-1}^{1} \left( w'' - \frac{d - 1}{d + 2} (\kappa + \beta - 1) \frac{|w'|^2}{w} \nu^2 \right) \, d\nu_d + \gamma(\beta) \int_{-1}^{1} \frac{|w'|^4}{w^2} \nu^2 \, d\nu_d.$$ 

Notice that $\gamma(1) = \gamma_1$, so that the above identity generalizes the computation done for the heat flow. We have proved the following result.

**Proposition 4.4.** For all $p \in [1, 2) \cup (2, 2^*)$ if $d \geq 4$, for all $p \in [1, 2) \cup (2, 2^*)$ if $d = 3$, and for all $p \in [1, 2) \cup (+\infty)$ if $d = 1$ or $d = 2$, there exist two constants, $\beta \in \mathbb{R}$ and $\gamma > 0$, such that if $w$ is a solution to (4.5), then

$$\frac{d}{dt} \int_{-1}^{1} w^{\beta p} \, d\nu_d = 0$$

and

$$\frac{d}{dt} \int_{-1}^{1} \left( \left| (w^\beta)' \right|^2 \nu + \frac{d}{p - 2} \left( w^{2\beta} - \bar{w}^{2\beta} \right) \right) \, d\nu_d$$

$$\leq -2 \beta^2 \gamma(\beta) \int_{-1}^{1} \frac{|w'|^4}{w^2} \nu^2 \, d\nu_d.$$ 

This result can be found in [17].

• **Proof of Proposition 4.2.** We are now in a position to build our counter-example, which is the second obstruction we search for.

With $\alpha = \frac{d - 1}{d + 2} \beta (p - 1)$, $\beta = \beta_-(p, d)$ and $w$ such that

$$w(z) = (a + b z)^{1/\alpha}$$

for some positive constants $a$ and $b$, we observe that

$$w'' = \alpha \frac{|w'|^2}{w}. \quad (4.6)$$
Next we consider $u = w^\beta$ and compute

$$
\frac{1}{\beta} w^{1-\beta} u'' = w'' + (\beta - 1) \frac{|w'|^2}{w} = (\alpha + \beta - 1) \frac{|w'|^2}{w},
$$

$$
\frac{1}{\beta} w^{1-\beta} \frac{|u'|^2}{u} = \beta \frac{|w'|^2}{w}.
$$

If we take this function $w$ as initial datum and consider the flow defined by (3.3) and (4.4), then with $\rho(t, x) = |w(t, x)|^{\beta p}$ we find that

$$
- \frac{d}{dt} F[\rho]_{|t=0} = - D F[\rho] \cdot \mathcal{L} \rho
$$

$$
= \int_{-1}^{1} |u''|^2 \nu^2 \, d\nu d - 2 \frac{d-1}{d+2} (p-1) \int_{-1}^{1} u'' \frac{|u'|^2}{u} \nu^2 \, d\nu d
$$

$$
+ \frac{d}{d+2} (p-1) \int_{-1}^{1} \frac{|u'|^4}{u^2} \nu^2 \, d\nu d
$$

$$
= - A \int_{-1}^{1} \frac{|u'|^4}{u^2} \nu^2 \, d\nu d
$$

where

$$
-A = (\alpha + \beta - 1)^2 - 2 \frac{d-1}{d+2} (p-1) (\alpha + \beta - 1) \beta + \frac{d}{d+2} (p-1) \beta^2.
$$
After eliminating $\alpha$ and $\beta$, we can observe that $p \mapsto A(p)$ is positive. An algebraic proof is given below, in Lemma 4.5. This concludes the proof of Proposition 4.2.

**Lemma 4.5.** — Assume that $d \geq 3$. With the above notations, $A$ is positive when $p \in (2^#, 2^*)$ and $\beta = \beta_-(p, d)$.

**Proof.** — With $\alpha = \frac{d-1}{d+2} \beta (p - 1)$, we get that

$$A = \frac{(d-1)^2 p^2 - (3d^2 - 2d + 2) p + d^2 - 4d - 3}{(d+2)^2} \beta^2 + 2\beta - 1$$

and the equation $A = 0$ has at most two solutions $\beta = B_\pm(p, d)$ with

$$B_\pm(p, d) := \frac{d + 2}{d + 2 \pm (d - 1) \sqrt{(p - 1)(p - 2^#)}}.$$  

Elementary computations show that $\frac{1}{B_-} < \frac{1}{\beta_-} < \frac{1}{B_+}$ if $p \in (2^#, 2^*)$. Indeed, it is elementary to check that

$$\pm \frac{d + 2}{\sqrt{p - 1}} \left( \frac{1}{B_\pm} - \frac{1}{\beta_-} \right) = \pm \sqrt{p - 1} \mp \sqrt{d (d - 2) \sqrt{2^* - p + (d - 1) \sqrt{p - 2^#}}}$$

is positive if $p \in (2^#, 2^*)$. Moreover, we have that $A$ is positive for any $p \in (2^#, 2^*)$ if $B_+ < \beta < B_-$, which concludes the proof. □

---

**Figure 4.2.** The function $p \mapsto A(p)$ for various values of $d = 3$ (left) and $d = 5$ (right). The patterns are similar for all $d \geq 4$. Here $p$ is in the range $2^# < p < 2^*$. 
1. **INTERPOLATION INEQUALITIES ON THE SPHERE**

Figure 4.3. Here is the \((p, \beta)\) representation when \(d = 5\). The grey area and the overlapping region (dark grey area) correspond to \(A > 0\). There is a region in which \(A\) is positive, which intersects the admissible range (light grey area) of \(\beta\). Vertical lines are located at \(p = 1\), \(p = 2^\#\) and \(p = 2^\ast\).

Figure 4.4. The discussion of the admissible range of \(\beta\) and the positivity region of \(A\) is more complicated in dimension \(d = 3\) (right) than for \(d \geq 4\). A similar discussion can also be done in dimension \(d = 2\) (left). Again the light grey areas correspond to admissibility of \(\beta\), the grey areas to the zone where \(A > 0\), and the dark grey areas to the zones which are interesting to us, where \(\beta\) is admissible, and \(A > 0\).
5. Improvements

In this last section we investigate improved inequalities or, to be precise, improvements on the optimal constants, that can be achieved in inequalities (1.1) and (1.2) when additional integral constraints are imposed. The general message is that improvements can always be obtained, but semi-explicit (and probably non-optimal) constants are known only when \( p < 2^* \). The main goal of this section is to sketch the proof of Theorem 2.2. Let us start by reviewing a few results.

If \( p \in [1,2) \), we may refer to [17, Theorem 1.2] for an improvement based on the spectral decomposition associated with the Laplace-Beltrami operator on \( S^d \) and standard \( L^2(S^d) \) orthogonality constraints.

A more striking improvement has been obtained in [16, Sections 4.5 and 4.6]. Under the assumption that \( f(-z) = f(z) \) for any \( z \in (-1,1) \) a.e., Inequality (3.1) can be improved to

\[
-\langle f, Lf \rangle = \int_{-1}^{1} |f'|^2 \, \nu \, d\nu \geq \frac{d^2 + (d - 1)^2 \left(2^* - p\right)}{d(p - 2)} \left(\|f\|_p^2 - \|f\|_2^2\right)
\]

for any \( p \in [1,2) \cup (2,2^* \). When \( p = 1 \), we observe that \( [d^2 + (d + 1)^2 \left(2^* - p\right)]/d = 2(d + 1) \) is the second positive eigenvalue of \(-L\). As a limit case corresponding to \( p = 2 \), the improvement also covers the case of the logarithmic Sobolev inequality and shows that

\[
-\langle f, Lf \rangle \geq \frac{d^2 + 4d - 1}{2d} \int_{-1}^{1} |f|^2 \log\left(\frac{|f|^2}{\|f\|_2^2}\right) \, d\nu_d,
\]

for any function \( f \in H^1((-1,1), d\nu_d) \) such that \( f(-z) = f(z) \) for any \( z \in (-1,1) \) a.e. We will state a better result (Theorem 5.6) under an antipodal symmetry assumption at the end of this section.

Let us state a first new result on improvements that provides us with a non-constructive constant.

**Proposition 5.1.** — Assume that \( p \in [1,2) \cup (2,2^*) \) and \( q \in (2,2^*) \). Then there exists a constant \( C_{p,q} > d \) such that

\[
-\langle f, Lf \rangle = \int_{-1}^{1} |f'|^2 \, \nu \, d\nu \geq \frac{C_{p,q}}{p - 2} \left(\|f\|_p^2 - \|f\|_2^2\right)
\]

for any a.e. function \( f \in H^1((-1,1), d\nu_d) \) such that

\[
\int_{-1}^{1} z \, |f|^q \, d\nu_d = 0.
\]
This result is based on a Bianchi-Egnell type improvement in the sub-critical range and generalizes the result of [12] to $p < 2^*$. 

Proof. — A simple spectral decomposition shows that $C_{p,1} = 2(d + 1)$. Assume next that $p \in (1, 2) \cup (2, 2^*)$. It has been proved in [14] and in [17, Theorem 1.1] that there exists a strictly convex function $\Phi$ on $\mathbb{R}^+$ such that $\Phi(0) = 0$, $\Phi'(0) = 1$ and

$$\|\nabla u\|^2_{L^2(\mathbb{S}^d)} \geq d \Phi \left( \frac{\|u\|^2_{L^p(\mathbb{S}^d)} - 1}{p - 2} \right) \quad \forall u \in H^1(\mathbb{S}^d, d\mu)$$

such that $\|u\|^2_{L^2(\mathbb{S}^d)} = 1$.

The same improvement is also true in the context of the ultraspherical operator as can be checked from [17, Sections 3 and 4]. Hence we have that

$$-\langle f, \mathcal{L} f \rangle \geq d \Phi \left( \frac{\|f\|^2_p - 1}{p - 2} \right) \quad \forall f \in H^1((-1, 1), d\nu_d)$$

such that $\|f\|^2_2 = 1$.

It is clear that the infimum of $-(p-2) \langle f, \mathcal{L} f \rangle / (\|f\|^2_p - \|f\|^2_2)$ can be taken under the additional constraint $\|f\|_2 = 1$ without restriction and that it can be achieved only in the limit as $f \to 1$. If the limit is equal to $d$, then $f - 1$ is up, to higher order terms, proportional to $z$, which contradicts the constraint $\int_{-1}^1 z |f|^q \, d\nu_d = 0$. This proves that $C_{p,q} > d$.

If $p = 2^*$, Inequality (3.1) is equivalent to the classical Sobolev inequality on $\mathbb{R}^d$, as can be shown using the stereographic projection. Arguing by contradiction, as in [12], and using the fact that, due to the constraint, the function (after stereographic projection) is asymptotically in the orthogonal to the manifold of Aubin-Talenti functions, we get that $C_{2^*,q} > d$. Of course one has to take care of all invariances as was done in [12], that is, of the conformal invariance on $\mathbb{S}^d$. Technical details are left to the reader. □

Now let us turn our attention to the proof of Theorem 2.2. Inequality (2.4) follows from Proposition (5.1) when $p = q < 2^*$ and $u$ depends only on $z \in (-1,1)$. For simplicity, we will argue in this simplified setting and only indicate how to extend the result to the general case. In analogy with the definition of $\Lambda^*$, let us define

$$\lambda^* := \inf_{v \in H^1_+((-1,1), d\nu_d)} \frac{\int_{-1}^1 (\mathcal{L} v)^2 \, d\nu_d}{\int_{-1}^1 |v'|^2 \, \nu \, d\nu_d} > d \quad (5.1)$$

with the definition of $\Lambda^*$, let us define

$$\lambda^* := \inf_{v \in H^1_+((-1,1), d\nu_d)} \frac{\int_{-1}^1 (\mathcal{L} v)^2 \, d\nu_d}{\int_{-1}^1 |v'|^2 \, \nu \, d\nu_d} > d \quad (5.1)$$
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and consider the inequality
\[ \int_{-1}^{1} |f'|^2 \nu \, d\nu_d + \frac{\lambda}{p-2} \|f\|_p^2 \geq \frac{\lambda}{p-2} \|f\|_p^2 \]
\[ \forall f \in H^1((-1,1), \nu_d) \text{ s.t. } \int_{-1}^{1} z |f|^p \, d\nu_d = 0 \quad (5.2) \]

**Proposition 5.2.** — For any \( p \in (2,2^\#) \), inequality (5.2) holds with
\[ \lambda \geq d + \frac{(d-1)^2}{d(d+2)} (2^\# - p) (\lambda^* - d). \]

**Proof.** — We consider the heat flow (3.3) applied to a function \( \rho \) with initial datum \( |f|^p \), or equivalently, the flow defined by (4.4) applied to a function \( u \) with initial datum \( f \). We observe that
\[
\frac{d}{dt} \int_{-1}^{1} z |u|^p \, d\nu_d = p \int_{-1}^{1} z |u|^{p-2} u \left( \mathcal{L} u + (p-1) \frac{|u'|^2}{u} \right) \, d\nu_d \\
= -p \int_{-1}^{1} |u|^{p-2} uu' \, d\nu_d = -d \int_{-1}^{1} z |u|^p \, d\nu_d.
\]
Hence, if \( \int_{-1}^{1} z |u|^p \, d\nu_d = 0 \) at \( t = 0 \), this is also true for any \( t > 0 \). From now on, we shall assume that this constraint is satisfied.

With no restriction, we may assume that \( u \) is positive. Instead of writing
\[
- \frac{1}{2} \frac{d}{dt} \int_{-1}^{1} \left( |u'|^2 \nu + \frac{d}{p-2} |u|^2 \right) \, d\nu_d \\
= \int_{-1}^{1} |u''|^2 \nu^2 \, d\nu_d - 2 \frac{d-1}{d+2} (p-1) \int_{-1}^{1} u'' \frac{|u'|^2}{u} \nu^2 \, d\nu_d \\
+ \frac{d}{d+2} (p-1) \int_{-1}^{1} \frac{|u'|^4}{u^2} \nu^2 \, d\nu_d,
\]
we can write that
\[
- \frac{1}{2} \frac{d}{dt} \int_{-1}^{1} \left( |u'|^2 \nu + d \frac{|u|^2}{p-2} \right) \, d\nu_d \\
= \left( 1 - (p-1) \frac{(d-1)^2}{d(d+2)} \right) \int_{-1}^{1} |u''|^2 \nu^2 \, d\nu_d \\
+ \frac{d}{d+2} (p-1) \int_{-1}^{1} \left| \frac{|u'|^2}{u} - \frac{d-1}{d} u'' \right|^2 \nu^2 \, d\nu_d.
\]
and observe that \(1 - (p-1) \frac{(d-1)^2}{d(d+2)}\) is positive since \(p < 2^\#: = \frac{2d^2+1}{(d-1)^2}\). Using the formula
\[
\int_{-1}^{1} |u''|^2 \nu^2 \, d\nu_d = \int_{-1}^{1} (\mathcal{L}u)^2 \, d\nu_d - d \int_{-1}^{1} |u'|^2 \nu \, d\nu_d,
\]
and the definition of \(\lambda^*\), we find that
\[-\frac{1}{2} \frac{d}{dt} \int_{-1}^{1} \left( |u'|^2 \nu + \frac{\lambda}{p-2} |u|^2 \right) \, d\nu_d \geq 0\]
if
\[
\lambda = d + \frac{(d-1)^2}{d(d+2)} (2^# - p) (\lambda^* - d).
\]
Using \(u = 1 + \varepsilon u_2\) with \(\varepsilon < 1/2\) and \(u_2(z) = z^2 - 2\) as a test function, we obtain that \(\lambda^* \leq 2(d + 1)\) since
\(-\mathcal{L} u_2 = 2(d + 1) u_2\). \(\square\)

Proposition 5.2 provides an improvement of the constant \(\lambda\) because of the following estimate.

**Proposition 5.3.** — For any \(p \in (2, 2^*)\), we have that
\[\lambda^* > d.\]

Notice that the estimate of \(\lambda\) based on \(\lambda^*\) is a constructive but non explicit estimate, as we do not know the value of \(\lambda^*\), and also that
\[
\frac{\int_{-1}^{1} (\mathcal{L}u)^2 \, d\nu_d}{\int_{-1}^{1} |u'|^2 \nu \, d\nu_d} = d \quad \text{and} \quad \int_{-1}^{1} z |u|^p \, d\nu_d = 0
\]
if \(u(z) = z\). However the condition \(u > 0\) on \((-1, 1)\) is not satisfied in this example. Hence the positivity of \(u\) in the infimum is crucial.

**Proof of Proposition 5.3.** — For any \(\mu > 0\), by expanding the square in
\[
\int_{-1}^{1} |\mathcal{L}u + \mu (u - \bar{u})|^2 \, d\nu_d \geq 0,
\]
and after an integration by parts, we observe that
\[
\int_{-1}^{1} (\mathcal{L}u)^2 \, d\nu_d - \mu \int_{-1}^{1} |u'|^2 \nu \, d\nu_d \\
\quad \geq \mu \left( \int_{-1}^{1} |u'|^2 \nu \, d\nu_d - \mu \int_{-1}^{1} |u - \bar{u}|^2 \, d\nu_d \right).
\]
As a consequence, the infimum $\lambda^*$ can be estimated by

$$\lambda^* \geq \inf_{u \in H^1_+((-1, 1), d\nu_d)} \frac{\int_{-1}^1 |u'|^2 \nu \, d\nu_d}{\int_{-1}^1 |u - 1|^2 \, d\nu_d},$$

$$\int_{-1}^1 u \, d\nu_d = 1$$

$$\int_{-1}^1 z \, |u|^p \, d\nu_d = 0$$

which is achieved by some nonnegative function $u$. The Maximum Principle applies and shows that the minimizer is then positive. Since the optimality condition

$$\int_{-1}^1 (\mathcal{L} u)^2 \, d\nu_d = d \int_{-1}^1 |u'|^2 \nu \, d\nu_d$$

would imply that $u$ is of the form $u(z) = a + b z$ for some $a$ and $b \in \mathbb{R}$ such that $|b| < |a|$, it is clear that the constraint $\int_{-1}^1 z \, w^p \, d\nu_d = 0$ cannot be matched unless $a = 0$, which violates the positivity of $u$. This proves that $\lambda^* = d$ is impossible. □

Theorem 2.2 can be proved using the same strategy as for Propositions 5.2–5.3, except that the flow (3.3) associated with the ultraspherical operator has to be replaced by the heat flow on $S^d$ given by (2.1). Computations are more technical and can be found in [18]. The key observation is again that

$$\int_{S^d} x \, \rho(t, x) \, d\mu = 0$$

for any $t \geq 0$ if $\int_{S^d} x \, \rho(t = 0, x) \, d\mu = 0$.

The estimates of Theorem 2.2 and Propositions 5.2–5.3 are constructive for any $p \in (2, 2^#)$, but the values of the constants $\lambda^*$ and $\Lambda^*$ are not known so far. From their definitions (2.3) and (5.1) we know that $\lambda^* \geq \Lambda^*$ but it is an open question so far to decide if equality holds or not.

In the limit case $p = 2$, one can get the explicit estimate

$$\Lambda^* \geq d + \frac{2(d + 2)}{2(d + 3) + \sqrt{2(d + 3)(2d + 3)}}. $$

As a consequence, we obtain the following result.

**Proposition 5.4.** — Let $d \geq 2$. For any $u \in H^1(S^d, d\mu) \setminus \{0\}$ such that $\int_{S^d} x \, |u|^2 \, d\mu = 0$, we have

$$\int_{S^d} |\nabla u|^2 \, d\mu \geq \frac{\delta}{2} \int_{S^d} |u|^2 \log \left( \frac{|u|^2}{||u||_{L^2(S^d)}^2} \right) \, d\mu$$

with $\delta := d + \frac{2}{d} \frac{2}{2(d + 3) + \sqrt{2(d + 3)(2d + 3)}}$.

**Proof.** — Our proof relies on an improved estimate of $\Lambda^*$ when $p = 2$. We write $u = 1 + a \cdot x + v$ where $v$ is orthogonal to the constants and all the $x_i$ with $i = 1, \ldots, d + 1$ and $a \in \mathbb{R}^{d+1}$. This is based on the decomposition of $u$ into spherical harmonics (1 and $a \cdot x$ respectively correspond to the two lowest eigenmodes of the Laplace-Beltrami operator on $S^d$). Moreover
$u$ has to satisfy the constraint $u \geq 0$. In order to estimate $\Lambda^*$, we have to minimize $E$ given by

$$E = \frac{\int_{S^d} |\nabla u|^2 \, d\mu}{\int_{S^d} |u - 1|^2 \, d\mu} = \frac{db + \int_{S^d} |\nabla v|^2 \, d\mu}{b + \int_{S^d} v^2 \, d\mu} \geq e \left( \int_{S^d} v^2 \, d\mu \right)$$

where

$$b := \int_{S^d} (a \cdot x)^2 \, d\mu = \frac{|a|^2}{d + 1}, \quad c := \int_{S^d} v^2 \, d\mu$$

and

$$e(c) := \frac{db + 2(d + 1)c}{b + c} = 2(d + 1) - \frac{(d + 2)b}{b + c}$$

is monotone increasing in $c$. We recall that $v$ is orthogonal to the constants and all the $x_i$ with $i = 1, \ldots, d + 1$, which shows that $\int_{S^d} |\nabla v|^2 \, d\mu \geq 2(d + 1) \int_{S^d} |v|^2 \, d\mu$ and, as a consequence, the inequality $E \geq e \left( \int_{S^d} v^2 \, d\mu \right)$.

Our strategy is to bound $c$ from below in terms of $b$ using two different estimates and then minimize the resulting expression in terms of $b \geq 0$.

**First estimate.** From the fact that $u = 1 + a \cdot x + v \geq 0$, we get that $-a \cdot x \leq (1 + v(x))$, i.e.,

$$a \cdot x \geq -(1 + v(x)).$$

By exchanging $x$ with $-x$ we also get $a \cdot x \leq 1 + v(-x)$. Hence we have that

$$1 + v(-x) \geq a \cdot x \geq -(1 + v(x)),$$

i.e.,

$$|a \cdot x| \leq \max \{|1 + v(-x)|, |1 + v(x)|\}$$

or

$$|a \cdot x|^2 \leq \max \{|1 + v(-x)|^2, |1 + v(x)|^2\} \leq |1 + v(-x)|^2 + |1 + v(x)|^2$$

and now integrate. This proves that

$$b = \int_{S^d} (a \cdot x)^2 \, d\mu \leq 2 \left( 1 + \int_{S^d} v^2 \, d\mu \right).$$

We get a first inequality

$$\int_{S^d} v^2 \, d\mu \geq \frac{b}{2} - 1.$$

This establishes the estimate

$$E \geq e \left( \frac{b}{2} - 1 \right) = 2(d + 1) - \frac{2(d + 2)b}{3b - 2}$$

where the r.h.s. is an increasing function of $b \geq 2$. 


Second estimate. We write \( \int_{\mathbb{S}^d} (1 + a \cdot x + v)^2 x_i \, d\mu = 0 \) as
\[
\int_{\mathbb{S}^d} v (v + 2a \cdot x) \, x_i \, d\mu = -\frac{2a_i}{d+1}.
\]
Note that \( v \) is perpendicular to \( x_i \). As for the r.h.s., it comes from the fact that \( \int_{\mathbb{S}^d} (a \cdot x) \, x_i \, d\mu = a_i \int_{\mathbb{S}^d} x_i^2 \, d\mu \) and \( \int_{\mathbb{S}^d} x_i^2 \, d\mu \) does not depend on \( i \), so that
\[
\int_{\mathbb{S}^d} v (v + 2a \cdot x) \, x_i \, d\mu = -2\frac{a_i}{d+1} + 1.
\]
Note that \( v \) is perpendicular to \( x_i \). As for the r.h.s., it comes from the fact that
\[
\int_{\mathbb{S}^d} (a \cdot x) \, x_i \, d\mu = \frac{1}{d+1} \sum_{j=1}^{d+1} \int_{\mathbb{S}^d} x_j^2 \, d\mu = \frac{1}{d+1} \int_{\mathbb{S}^d} 1 \, d\mu = \frac{1}{d+1}
\]
because \( \sum_{j=1}^{d+1} x_j^2 = 1 \). By Schwarz and then summing over \( i \) we get
\[
\frac{4b}{d+1} = \frac{4|a|^2}{(d+1)^2} \leq \int_{\mathbb{S}^d} v^2 \, d\mu \left( \int_{\mathbb{S}^d} v^2 \, d\mu + \frac{4|a|^2}{d+1} \right) = c(c + 4b).
\]
Setting \( b = \frac{|a|^2}{d+1} \) as above, one easily gets a second inequality
\[
\int_{\mathbb{S}^d} v^2 \, d\mu \geq 2 \left( \frac{b}{d+1} + 2b - \frac{2b}{d+1} \right).
\]
Hence we have found that
\[
E \geq e \left( 2 \sqrt{\frac{b^2 + b}{d+1}} - 2b \right) = 2(d+1) - \frac{(d+1)(d+2)}{d+1 + \frac{2b}{b + \sqrt{b^2 + \frac{b}{d+1}}}}.
\]
In this second estimate the r.h.s. as a function of \( b \) is monotone decreasing.

Conclusion of the proof. By combining (5.4) and (5.5), we obtain a global estimate which is independent of \( b \geq 0 \). Let us solve
\[
e \left( \frac{b}{2} - 1 \right) = e \left( 2 \sqrt{\frac{b^2 + b}{d+1}} - 2b \right), \quad b > 2.
\]
All computations done, this gives
\[
b = b_*(d) = \frac{2}{9} \frac{2\sqrt{2(d+3)(2d+3) + 5d + 9}}{d+1}
\]
and
\[
E \geq e \left( \frac{b_*(d)}{2} - 1 \right) = d + \frac{2(d+2)}{2(d+3) + \sqrt{2(d+3)(2d+3)}}.
\]
Notice that \( d \mapsto b_*(d) \) is decreasing with \( \lim_{d \to \infty} b_*(d) = 2 \).

We have shown that
\[
\Lambda^* \geq d + \frac{2(d+2)}{2(d+3) + \sqrt{2(d+3)(2d+3)}}.
\]
Conclusion holds for the same reasons as in Proposition 5.2. Using the heat flow (2.1), we proceed as in Proposition 5.2 with the heat flow (3.3) associated with the ultraspherical operator and obtain that the difference of the two terms in the inequality is monotone. The reader is invited to
check that estimates for $p = 2$ are consistent with the estimates for $p > 2$ in the limit as $p \to 2+$.

To conclude this section, let us state a last improvement that can be obtained under a stronger constraint. With the additional restriction of antipodal symmetry, that is

$$u(-x) = u(x) \quad \forall x \in S^d,$$

we can state an explicit result that goes as follows.

**Proposition 5.5.** — If $p \in (1, 2) \cup (2, 2^*)$, we have

$$\|\nabla u\|_{L^2(S^d)}^2 \geq \frac{d^2 + (d - 1)^2 (2^* - p)}{d (p - 2)} \left( \|u\|_{L^p(S^d)}^2 - \|u\|_{L^2(S^d)}^2 \right)$$

for any $u \in H^1(S^d, d\mu)$ such that (5.6) holds. The limit case $p = 2$ corresponds to the improved logarithmic Sobolev inequality

$$\int_{S^d} |\nabla u|^2 \, d\mu \geq \frac{d^2 + 4d - 1}{2d} \int_{S^d} |u|^2 \log \left( \frac{|u|^2}{\|u\|_{L^2(S^d)}^2} \right) \, d\mu$$

for any $u \in H^1(S^d, d\mu) \setminus \{0\}$ such that (5.6) holds.

See [16, Section 4.5] for a proof based on the ultraspherical operator. It is easily recovered by taking the formula in Proposition 5.2 and replacing $\lambda^*$ by the second positive eigenvalue of the ultraspherical operator, namely $\lambda_2 = 2(d + 1)$. As usual the case of the logarithmic Sobolev inequality is obtained by taking the limit as $p \to 2$. This result is based on the heat flow (3.3) and one can get a better result which also covers the range $p \in [2^*, 2^*]$ using a nonlinear diffusion.

**Theorem 5.6.** — If $p \in (1, 2) \cup (2, 2^*)$, we have

$$\int_{S^d} |\nabla u|^2 \, d\mu \geq \frac{d}{p - 2} \left[ 1 + \frac{(d^2 - 4)(2^* - p)}{d(d + 2) + p - 1} \right] \left( \|u\|_{L^p(S^d)}^2 - \|u\|_{L^2(S^d)}^2 \right)$$

for any $u \in H^1(S^d, d\mu)$ such that (5.6) holds. The limit case $p = 2$ corresponds to the improved logarithmic Sobolev inequality

$$\int_{S^d} |\nabla u|^2 \, d\mu \geq \frac{d}{2} \frac{(d + 3)^2}{(d + 1)^2} \int_{S^d} |u|^2 \log \left( \frac{|u|^2}{\|u\|_{L^2(S^d)}^2} \right) \, d\mu$$

for any $u \in H^1(S^d, d\mu) \setminus \{0\}$ such that (5.6) holds.

The above constants are probably not optimal as we get no improvement for $p = 2^*$ while one is expected because of the result in [12]. We may also observe that when $d = 3$, the quotient of the sphere $S^3$ by the antipodal symmetry is homeomorphic to the group of rotations $SO(3)$ on $\mathbb{R}^3$. The
range in $p$ covered in Theorem 5.6, that is $p \in [1, 2^*]$, is larger than the range covered in Proposition 5.5, namely $p \in [1, 2^#]$. Moreover, a tedious but elementary computation shows that

$$d \left[ 1 + \frac{(d^2 - 4)(2^* - p)}{d(d + 2) + p - 1} \right] - \frac{d^2 + (d - 1)^2(2^# - p)}{d} \geq \frac{(d - 1)^2(p - 1)^2}{d(d(d + 2) + p - 1)}$$

is nonnegative for any $p \in [1, 2^#]$, then showing that the constant in Theorem 5.6 is larger than the constant in Proposition 5.5.

Proof of Theorem 5.6. — The proof is implicitly contained in [18]. Using the flow defined by

$$\frac{\partial w}{\partial t} = w^{2 - 2\beta} \left( \Delta w + \left( 1 + \beta (p - 2) \right) \frac{|\nabla w|^2}{w} \right)$$

it was shown that for all $0 < \lambda < \lambda^*$, where

$$\lambda^* := \inf_{w \in H^2(S^d) \setminus \nabla w \neq 0} \frac{\int_{S^d} \left[ (1 - \theta)(\Delta_{S^d} w)^2 + \frac{\theta d}{d - 1} \text{Ric}(\nabla w, \nabla w) \right] d\mu}{\int_{S^d} |\nabla w|^2 d\mu},$$

the equation

$$- \Delta_{S^d} u + \frac{\lambda}{p - 2} (u - u^{p - 1}) = 0 \quad (5.7)$$

has a unique positive solution $u \in C^2(S^d)$, which is constant and equal to 1 for all $p \in (2, 2^*)$. Here, $\text{Ric}(\nabla w, \nabla w)$ denotes the Ricci curvature, which on $S^d$ is given by $(d - 1)|\nabla w|^2$. The constants $\theta$ and $\beta$ are chosen to be

$$\theta = \frac{(d - 1)^2(p - 1)}{d(d + 2) + p - 1} \quad \text{and} \quad \beta = \frac{d + 2}{d + 3 - p}.$$

Now one observes that the flow preserves functions that have antipodal symmetry and hence these considerations apply in this case as well. On the space of functions with antipodal symmetry one finds that the operator $(\Delta_{S^d})^2 - 2(d + 1) \Delta_{S^d}$ is nonnegative which implies the inequality

$$\int_{S^d} (\Delta_{S^d} u)^2 d\mu \geq 2(d + 1) \int_{S^d} |\nabla u|^2 d\mu.$$

In particular this yields that

$$\lambda^* = (1 - \theta) 2(d + 1) + \theta d,$$

which proves the theorem. The improved logarithmic Sobolev inequality follows by taking the limit $p \to 2$ and is standard. For more details the reader may consult [18].
Concluding remarks and open problems

The limiting exponent \(2^\# = \frac{2d^2 + 1}{(d-1)^2}\) for the proofs based on the heat flow is not a technical limitation, since monotonicity cannot be ensured for \(p \in (2^\#, 2^\star]\). On the other hand, when \(p < 2^\#\), it is possible to prove explicit improvements of the inequalities under an additional integral constraint, in the spirit of the Bianchi-Egnell estimate for the critical Sobolev inequality. Explicit estimates of the optimal constants for constrained problems (with integral constraints) when \(p > 2^\#\) are so far open questions.

All computations have been done for integer values of \(d\) only, because of the \(d\)-dimensional interpretation of the computations in Section 1. However, computations of Sections 3-5 can also be done for non-integer values of \(d\). In this paper, computations have been limited to the \(d\)-dimensional sphere and even to the case of the ultraspherical operator, but the exponent \(2^\#\) also appears on general manifolds with positive curvature: see [18] for a discussion and some extensions. The discussion of the general case is however less interesting because the equation which generalizes (4.6) has, in general, no explicit solution, and also because the constant obtained by the flow method is only a lower bound for the optimal constant in the interpolation inequality. By Obata’s theorem, this bound is actually not optimal except when the manifold is a sphere.

It is an open question to understand whether the improved rates that can be obtained in the asymptotic regimes also determine optimal constants in the global interpolation inequalities. The improvements of Section 5 show that there are still lots of issues to understand in the case of constrained problems for subcritical and critical interpolation inequalities. It also emphasizes the role of the exponent \(p = 2^\#\) and its connection with the heat flow.
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